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Abstract—Most current models of the internet rely on knowl- a measurement procedure targeting the estimation of afigpeci
edge of the degree distribution of its core routers, which plays a property. The challenge is then to ensure that the measateme
key role for simulation purposes. In practice, this distribution succeeds in giving a reliable estimate.

is usually observed directly on maps known to be partial, . .
biased and erroneous. This raises serious concerns on the true We focus on the degree distribution of core routess,the

knowledge one may have of this key property. Here, we design an fraction of core routers witlk links for any k. The links we
original measurement approach targeting reliable estimation of consider here are thghysical linksof the router, identified

the degree distribution of core routers, without resorting to any by its IP interfaces. We design a measurement procedure able
map. It consists in sampling random core routers and precisely 1, rg|igply estimate this distribution. We then developlsoo
estimate their degree thanks to probes sent from many distribute .

monitors. We run and assess a large-scale measurement foIIowingneeded to run i, a_md perform a Iarge-scale measurement frpm
this approach, carefully controlling and correcting bias and hundreds of monitors distributed in the internet. We obtain
errors encountered in practice. The estimate we obtain is much this way an estimate of the degree distribution of routers
more reliable than previous knowledge. It gives evidence of the that is much more reliable than previous knowledge, without
fact that th_e deg_ree dlstrlbutlon certainly is not a power-law, in resorting to a map at any stage.

contrast with claims from previous measurements. . . . .

This paper is organized as follows. First, we present our
approach in Section Il and explore its theoretical releeanc
through simulations on artificial graphs in Section 1ll. Tihe

The internet has become a crucial infrastructure susg@iniwe enter in more details regarding the key elements of the
our social, economic, cultural and scientific lives at battal practical implementation in the next sections: the sedecti
and worldwide scales. Despite this, due to its history, s dand assessment of a monitor set in Section 1V, the sampling
centralized nature and its mere complexity, our underst@nd of random targets and the selection of relevant ones in
of its global structure remains very limited. In particuldris  Section V, and the derivation of an unbiased estimate from
now clear that precise knowledge of its components (deyicéise measurement in Section VI. We finally run our practical
connections, protocols, etc) is not sufficient to undebtit®h measurement in Section VIl and we assess the obtained result
global structure. As a consequence, much effort is nowadaysSection VIII.
devoted to measurements of the internet, aimed at shedding
light on these features [1], [2], [3], [4], [5]. Il. OUR APPROACH

One of the main approaches consists in modeling the inter-Let us consider an IP addresswhich we calltarget and
net as a graph where nodes are ASes, routers, end-hosts; a@f us denote by (¢) the node (router or end-host) to whi¢h
other devices, and links are physical connections, AS pgeri belongs. RFCs [18] and [19] state that when a monitaends
IP neighborhood, etc. One then conducts measurements bae®/DP packet with destinatianon an unallocated port, then
typically on traceroute, BGP and/or anti-aliasing in ordter r(t) should answer with an ICMP Destination Unreachable
build maps of the internet [2], [6], [7], [1]. These maps aréCode 3/Port unreachable) packetsto An important detail
partial views of the corresponding graphs, and the underlying that the source of this ICMP packet is in principle the IP
object is not always clearly defined [8]. In addition, suchddress of the interfaceby which r(t) sent it (see Fig. 1).
maps may bdiasedby the measurement procedure [9], [10], Let us temporarily assume that) implements this feature
[11], [12], [13], [14]. They contain indeed muchrroneous correctly (we handle other cases below). Now consider a set
data, due for instance to silent routers, dynamic routingdl M of monitors which all send such a probe towards IP address
balancing in particular), incorrect anti-aliasing [15]6], [17]. t. If for each interfacei of »(¢) there is a monitorm in M
This means that the properties of obtained maps may différwhichr(t) answers using, then one obtains the set af
very significantly from the properties of the true graph, in #terfaces ofr(¢), and so its degree. This constitutes our basic
way that is extremely difficult to assess and correct. measurement primitive 1) from each monitor of a set/, we

We explore here a completely new approach, based on_ o _ _
This is the converse of a classicahti-aliasing technique, aimed at

the idea thfit one does not need a map to e.Stimate a giycfe'ﬂtifying IP addresses belonging to a same node in a giverofséP
property of interest. Instead, we propose to design ane@perf addresses, see Section X.

I. INTRODUCTION



quite different. Indeed, such interfaces are not only used t
communicate locally with a part of the border; in principle,
they route traffic toward a non-negligible part of the intdrn

: and one may therefore expect that a reasonably large and
}\ﬂ\iO well distributed set\/ of monitors discovers them. Of course,
this highly depends on the considered set of monitors and on
r(t) the topology of the network. This is investigated in depth in

Fig. 1. Monitor m sends a UDP packet with destination addresm an Sections Il and IV. .
unallocated port; the node(t) answers with an ICMP packet with source IN summary, we expect a good enough set of monitdreo

addressi, and thusm discovers interface of r(t). be able to discover all or almost all core interfaces of amg co
router, leading to an estimate of its degree in the coreneter
topology. Now if we consider a setf’ of targets sampled
uniformly at random, independently from their degrees @luhi
is discussed in Sections VI and V), then the distribution of
degrees observed ifi is an estimate of the degree distribution
of core routers (which is more and more accuraté'@gows).
Finally, our method to estimate the degree distribution of
internet core routers consists in four steps:

1) obtain a large and well distributed skf of monitors,

Fig. 2. Left: a set of monitors (the squared nodes) send pralveards a 2) build a large seT” of random target addresses belonging
target IP address and obtain the four interfaces of routet). Right: the to core routers

same monitors send probes towards another tafdmit miss most interfaces ” . .
of r(t). 3) estimate the degree oft) for each target in 7" using

our measurement primitive,

4) derive from this our estimate of the degree distribution.
send a UDP packet to an unallocated port of target IP address

¢ and 2) we collect the set/(t) of all IP addresses used by Ill. PROOF OF CONCEPT
r(t) to answer to monitors id/. Before putting our approach into practice, we first assess

Depending on the targetand on the set of monitor8/ it using simulations in this section. Assuming that we are
this measurement primitive may succeed or fail to discoller able to build appropriate sets of monitors and targets, éye k
interfaces of-(¢). In particular, one has to distinguish betweeguestions we want to answer are: what is the risk that our
two drastically different kinds of targets: 1) the targetdao estimate of a node’s degree is different from its real degree
r(t) is in the core internet, see Fig. 2 (left) or 2) the targetand how many monitors do we need to have an accurate
noder(t) is in theborder, see Fig. 2 (right). This distinction estimate of the degree distribution?
deserves more attention. To investigate this, we have conducted simulations as fol-

Given a graph, let us consider the following pruning procesews (see [20] for more details): we considered differentki
iteratively remove all nodes having degree one until theo artificial graphs to model the topology; we used as mositor
remains no such nodes. We consider border nodes as besmydom nodes with degree one (representing end-hosts); and
the ones removed when this process is applied to the physia@ usedall core targetsi(e. nodes in the graph obtained by
internet topology. Core routers are the others. They nadéss iteratively removing degree-one nodes). We then assunad th
have more than one interface linking them to another coeach target answers to probes from each monitor using one
routers, and we call such interfacesre interfacesWe call (randomly chosen) of its interface that starts a shortesit pa
border interfacesll other interfaces;ore degredresp.border from the target to the monitor. We used two different kinds
degreé of a node its number of core (resp. border) interfacesf topologies: one with Poisson degree distribution, which
and we callbranching pointsthe core routers that have ata typical homogeneous distribution, and one with a power-
least one border interface. For instance, in Figr@) is a law degree distribution, which is a typical heterogeneous
core routery(t') is a border node, and the black node directlgistribution. These two kinds of distributions are conside
linked tor(¢') is at the same time a core router and a branchirag extreme cases for what the actual degree distribution may
point. be.

As illustrated in Fig. 2 (right), when the target address Fig. 3 shows the results of the simulations for Poisson and
belongs to a border node our measurement primitive misgasver-law graphs of2.5 million nodes. Fig. 3(a) presents
most of its interfaces, and most likely discovers only théhe degree distribution observed with respectively 12, 25,
interface directed towards the core. This is not an issue,hes0, 100, 200, 400 and 800 monitors. As one could expect,
as we focus on core routers, which form the key part of thveith 12 monitors the degree distribution is poorly estindate
network. We will see in Section V how to decide whether m the two cases. Nevertheless, it is remarkable that, even
target address belongs to a border node or not. with this poor level of quality, the nature of the distritoni

The situation regarding core interfaces of core routers (ise. homogeneous or heterogeneous) appears clearly. When
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Fig. 3. Simulations with different number of monitors (12, 28, 500, 200, 400 and 800) over graphs205 * 106 nodes whose degree distribution follows
either a Poisson law with average deg@feor a power law with exponerit.1.

the number of monitors increases, so does the quality of thee correctly observed even with a low number of monitors.
observed degree distribution. In addition, the observed distribution quickly convergeshe

With 200 monitors in particular, the observed and the re&gal one when the number of monitors grows. The real degree
distributions become visually indistinguishable in thertoge- Of low-degree nodes is correctly observed (also true foh-hig
neous case (left). For the heterogeneous case (right), ame @egree nodes in the homogeneous case), and a high-degree
observe a cut-off for very large degrees. As we mention&@de is never observed as a low-degree node.
previously, this comes from the limitation of our method we These remarks will turn out to be crucial in Section VIII.
identified a priori: the observed degree cannot exceed thi@gowever, the reader may wonder if these results still hold
number of monitors, and more generally, the estimate besoni@r graphs of different sizes and with different parameters
inaccurate for targets whose degree is close to the numbe@ggrage degree for Poisson graphs and exponent for power-
monitors. On the other hand, for reasonably low-degreetarg law graphs. These questions were investigated in [20], dis we

lets say up to 20, the observed distribution and the real of® the influence of some other parameters of the simulations.
are visually indistinguishable witB00 monitors. turns out that the conclusions we derive here are still Vialid

These last statements are strengthened by the plots dfffrent sizes and parameters. In particular, [20] shdue t
Fig. 3(b) which shows the scatter plot of real degree (on tii€ Size Of the graph has very little importance, if any, for t
x-axis) and observed degree (on the y-axis) for all targéi!’s'a“ty of the obsgrvatlon _Wlth a given nqmber of monitors.
and for the two kinds of topologies. We can see that with"en the conclusion obtained by simulations on graphs of a
200 monitors, the estimate degree of all nodes is quite clof Millions of nodes still holds for graphs of the size of the

to its real degree for the Poisson graphs, thus proving tH3{ermet.

our method performs very well on this kind of topology. As IV. MONITORS

regards_ power-law graphs, we can see that_ i jg. onitors, Our method relies on the use of a large 8étof monitors
the estimate degree of low-degree nodes is quite close to the

istributed in the internet. It is crucial that this set isgka
real one. More thard5% of degree-2 nodes are correctly : S
. . ...~ “enough since the accuracy of the estimation of the degrees of
observed and this proportion drops&d% when considering

all nodes whose degree is lower theh This shows that, for targets highly depepds on this numlber (§ee Section iI). Qn
this type of nodes at least, our method performs also very wﬂ]e _other han_d, having several monitors in the same 'OC"’F“O”
on power-law graphs ?typlcally having the same branching point) has limited in-
S ) ) terest: it is probable that most targets use the same interfa
Therefore, the only limitation of our method in this they, answer probes coming from these monitors (see Fig. 4).
qreucal setup seems to be the estimation of the d?gr?eA%fsessing the quality of a given st of monitors (regarding
high-degree nodes in power-law graphs. Indeed, an intring,,r measurement goals) is therefore crucial, and we propose

limitation of our method is that we cannot obtain a degrégyre three different and complementary approaches to do so.
estimate larger than the number of moni{dZ|. However,

this limitation has to be put in perspective as Fig. 3(b) showA. Colocated monitors
that, even if poorly estimated, they still cannot be confuse First notice that any monitar may in principle be able to
with low-degree nodes. Whatever the number of monitorgentify its branching pointife. the branching point between
the worst estimation (lower point on the y-axis) increases fself and core nodes, see Section Il). Indeed, suppose that
the real degree increases. With0 monitors for instance, the m iterative|y sendsk packets tok random IP addresses (for
worst estimate of a node with degree higher thef0 is 136.  a given integerk) with increasing TTLs: the first: packets

In conclusion, both for Poisson graphs and power-laare sent with TTL 1, thé next packets with TTL 2, and so
graphs, the nature and the shape of the degree distributem Thanks to the ICMP Time-Exceeded packets issued by



B. Diversity of views

mi In the approach above, we estimate an intrinsic quality
[ of a monitor setM as the number of different locations
hosting a monitor. A complementary view is obtained by
ma|r evaluating the quality of a measurement fraii towards
\©T(2) targets in a sef’. For instance, one may evaluate the quality
of M as the number of distinct interfaces observed frbfm
Qo(M) = > ,cr [M(t)]. Clearly, if Qo(M') > Qo(M) then
M’ may be considered as better thah More subtle quality
functions may be defined. In particular, it is interesting to
Fig. 4. Three monitorsy, mo andmg are actually colocated, and thereforetake intq account the fact that interfaces of I_OW-degreeemsu
they may observe a unique interface for any given target rot@. They are easier to observe than the ones of high-degree routers.
are redundant regarding the quality of the measurement. This leads to the quality functio (M) = ZtET | M (t)|d(t)
whered(t) stands for the degree of target routét). Of course
we do not have the value @ft) and approximate it using the
the nodes at distancefrom m (we discuss below the caseresylts of our measurements.

of machines that do not send such packets), for each value Gjven a quality function like the ones above, one may
of the TTL m discovers a set of interfaces at distandeom 5ssess the impact of the addition of a new monitoto the
m. We denote this set of interfaces Bym). Let us denote cyrrent monitor set, by calculating(M) and Q(M U {m}).
by d(m) the smallestt such that|i;(m)| > 1: d(m) is the |geally, one wants to maximiz@ to collect the most accurate
first TTL at whichsmn discovers more than just one interfaceset of observed interfaces while keepidg as small as
We have by definitiorfiy(,,,) (m)| > 1 and|i;(m)| = 1 for all  possible to prevent redundant measurements (which may be
J < d(m). Then, the (unique) interface seen bywith TTL  ¢ostly).
d(m)—1, i.e. the unique element afy,,)(m)) is an interface | practice, we will want to assess a given monitor k&t
of its branching point. See for instance the case of monitghg to do so we will start from an empty monitor set and
my in Fig. 4, for whichd(m,) = 3. compute the expected quality improvement when monitors are

Now, let us consider two monitors: and m' such that added one by one, in a random order. The quality is expected
iq(m)(m) = daumy(m’). In other words, the first timen to grow with the number of monitors, and then to reach a
andm’ see several interfaces they see the exact same orgsady or almost steady regime meaning that adding more
Then certainly having bothn and m/ in the monitor set monitors would not improve the measurement significantfy. O
has little interest for our measurements: and m’ enter course, if many monitors are colocated (for instance, ifthe
in the core internet through very close routers (probabyte all at the same location), the quality will have pregiskis
through the same branching point, see Fig?.4Me say that behavior (as adding more monitors at the same location does
such monitors areolocated The number of non-colocatednot significantly improve the measurement). This is why this
monitors in M is a key value for estimating the quality ofquality function approach isomplementaryo the colocation-
M: it basically represents the number of significantly défer based one: we will perform first the colocation and then
locations hosting monitors in/. plot the behavior of the quality function when non-colocate

In the scheme we just described, we ignored machines thabnitors are added, see Section IX-A.
do not send ICMP Time-Exceeded packets. Because of them, )
we may erroneously decide that some monitors are colocatéd; COnvergence of observations
this means that we under-estimate the quality of our monitorLast but not least, a clear way to assess the quality of a
set, which has no important consequence in our context: tffigen monitor set regarding our measurements objectives is
quality is only under-estimated. Similarly, it is possilileat to directly observe how the observed fractignof routers of
two monitorsm andm’ have different branching points butdegree: converges when the number of monitors grows, for all
satisfy ig()(m) = iqmH(m’). Again, this would make us k. Here again, we expect these fractions to converge rapidly
under-estimate the quality of the monitor set and therefae to a steady value, which is our final estimate. This would
may safely ignore this. Conversely, some moniterandm’ indicate that the last monitors we added were not necessary,
may have different but similar setg,,,)(m) andig,,,/y(m’), and thus that we obtain an accurate view. For the same reasons
indicating that they are not colocated but located closenfroas above, this is complementary to colocation analysis.
each other. It may be interesting to use this for a more subtle
assessment of the level of distribution of monitors, but we V. TARGETS
leave this for further work. Being able to sample a core router uniformly at random in

the interne® would help us much, but there is no direct way

2Notice that this does not mean that such monitors have no sttateall
and should be discarded: they may lead to observation ofreliffenterfaces SUniformly at randommeans that all possible elements are sampled with
of the target, in particular if it implements per-destinatioad-balancing [17]. the same probability.



to do so. Instead, it is trivial to get IP addresses uniformly
at random, as they are nothing but 32 bit integers. Of course,
sampling such a random integer does not necessarily give a
relevant IP address with regards to our measurement needs: i
may for instance belong to an end-host or a router that does
not answer our probes.

In this section, we show how to sample uniformly at random
an interface of an internet core router that correctly amswe
our probes, which we call aorrect core router From this
sampling, which is not ainiform sampling of core routers
themselves but only of the interfaces of some of them, we

show in Section VI how to estimate the degree distribution &fg. 5. If we target an interfacethat belongs to a border routef:) then our
all internet core routers measurements may see more than one interface(igr However, only one

. . . . of them does not belong tB(M/), as displayed in this picture: all interfaces
First notice that a core router may give incorrect anSWegs g(is) are marked with a small dash.

to our probes. In particular, it may give no answer at all, or
it may always answer using the same interface independently
of the monitof. In these cases, our measurement proceduie observe at least two interfaces notiiM)).
discovers zero or one interface for the corresponding targe In summary, we build target sets as follows. We sample
Instead, if the target address belongs to a correct coremoutandom 32 bit integers and select the corresponding IP ssldre
our measurements see at least two of its interfaces (as bng & and only if probes to lead to observation of at least two
monitors are reasonably well distributed). Therefore, we ainterface not inB(M). Such an IP address is calledvalid
able to distinguish between correct core routers and othrer ctarget It is sampled uniformly at random among interfaces of
routers. correct core internet routers.

There is no reason to assume that the degree of core routers VI
is correlated to whether they answer correctly to our prales

. BIAS CORRECTION

The procedure described in previous section samples uni-

not. Indeed, low-degree core routers napriori misbehave b at d P add ¢ interf ; .
as well as high-degree ones, and conversely. As aconsmquemfmy at random addresses ot Interfaces of correct core
routers, which we assume to be representative of all core

the degree distribution of correct core routers is the same 2

the degree distribution of all core routers. We thereformugo OUters. However, it dﬁes n?t srflmple tt;‘:form!ﬁll_a.t random
on correct core routers here., correct core routers themselves: one Hagossibilities to

Let us now consider the IP addressorresponding to a sample a router Wi.t.m in_terfaces, so_high-degree routers
32 bit integer sampled uniformly at random. If it belongs tgPPear with probability higher than low-degree ones. More

a known class of reserved addresses [21], if it belongs to %e_tt:lszly, thek probdablllt){hto Sl;i mple dafroutt_er 'S fprop?aion
machine in the internet, if it belongs to a machine that dags r}o ISI g‘grt_%ti ’the'm b_so h €o sderveé rac i} t(.) rolutelr:
answer to our probes, or if it belongs to an end-host, then gy Pied with this blas having degréeis proportional to
measurements see only one or zero interface fakiti)| < 1. times the fractiorp;, of routers sampled uniformly at random

1 . / . -
As a consequence, we are able to distinguish between th)ﬁ’étg degreek: p; ~ k& - pg. AS & consequence, we obtain:
cases and the one wherdelongs to a correct core router. B % 1

If the target addressbelongs to a border routeti), then Pe="% S i

in most cases (see Fig. 2 (right)) our measurements see only ] ] =l o
one interface. In some cases, though, we may see more thdigre the second term is nothing but a normalization cotstan
just one interface, see Fig. 5. Indeed, let us denotéhyr) (0 ensure thad_, py = 1. _
the set of all interfaces seen between monitordfrand the  We may therefore use this formula to infer the true degree
core internet in the process described in Section IV-A: witfiistributionp;, from the observed ong;. However,pj, is the
the notations of this sectiom(M) = Uyne ar Uk<a(m) ik (m). fraction of core routers withk core interfaces: our measure-
By construction, all IP addresses B(1) belong to border Ments see the core interfaces of core routers, not theirebord
routers, and they are all such interfaces one may obserwe friterfaces (see Section If). We therefore have to ensure tha
monitors in M, see Fig. 5. Conversely, if the target addredf® target generation procedure described in previousosect
belongs to a border router, then this router may have irtesfa sample<core interfaces (of core routers) uniformly at random.
in B(M), and these interfaces are seen from monitora/in To obtain this, we discard targets that turn out to be border
The key point here is that, our measurements see only dﬁ@rfaces. We detect them as follpws: they are not observed
interface not inB(M) for such routers. Therefore, we areduring our measurements except if they belong3ta\7). In

able to distinguish them from correct core routers (for \hicOther words, a target interfageof a correct core router is a
border interface if and only if ¢ M (i) or i € B(M).

40f course, more intricate behaviors are also possible, key #re very Fina"y’ in addit.ion to the sampling procedure described in
unlikely [16] and we ignore them here. Section V, we discard these targets. We then get from the



other targets the value @f, and infer the unbiaseg, using e —— Famessene ——

the formula above. St meesurement 1 messurement
Notice that the sampling bias towards high-degree routers” ‘ 22100

has an important benefit. Indeed, we expect high-degree

routers to be relatively rare (which will be confirmed by our ,, \

measurements, see Section VIII) and thus we may miss thems \

Uniform sampling would indeed lead to a probabiljty to O e ieios Tees e l T e T e

sa!mple a r(_)l_.ltel_’ with deg_rele but with our biased _sampllng Fig. 6. Left (resp. right): for each numberon the horizontal axis, we plot
this probability is proportional td: - px, and thus higher for the number of targets (resp. monitors) that sent (resp. redpiat leastr
high-degree routers. This leads to a better estimatg @fhen answers to our probes, for each of our three measurements.

k is large, while for small values of the quality of the

I-st 2-nd 3-rd
estimate is ensured by the prevalence of low-degree routers [Nb running monitors 619 625 622
Nb answering targets 2849740 | 2734548 | 2699642
VII. M EASUREMENT Nb targets answering incorrectly | 10150 9842 11048
Nb monitors receiving answers 198 183 180

We present in this section a practical measurement we| from less than 80% of targets
conducted following our approach. We describe the whole | gy ardet answering to less than 590605 | 527346 | 544252
procedure step by step, as well as the obtained dataset. Nb targetst such thatt ¢ A/ (¢) | 2634226 | 2519320| 2484483

We first built an initial target set by sending (from a machine | Np {aee it oy sne interface 2642481 | 2727422 | 2695135
in our lab) a probe to the IP addresses corresponding tg notin B(M)
32 bit integers sampled uniformly at random. We stopped LFinal number of targets TABLEE;593 5623 | 5619
thlS prOCQSS When we Obtained correct anSWEE KCMP KEY POSFPROCESSING STEPS FOR OUR THREE MEASUREMENTS
Destination Unreachable (Code 3/Port unreachable)) from 3
millions such targets (we considered that no answer would
arrive after 1 minute). This took approximately 10 hours.

Our initial monitor set was composed of the approximatel¥e then observed for each monitor the number of targets
700 machines of the PlanetLab platform [4], which is that answered its probes, and conversely for each target the
distributed infrastructure provided to researchers wipicto humber of monitors that received answers from it, see Fig. 6.
conduct network measurements. Some of these potential mbAese plots show that most monitors received answers from
itors are colocated and some do not fit our requirements (tHB@st targets, as we expected. To ensure that we only keep
have very poor connections, for instance, or they belong iglevant data, we discarded monitors that received answers
networks that filter ICMP packets). We will handle these éssuless thens0% of their probes, and conversely all targets that
below. sent answers to less tha&®% of probes; this represents a

Given these initial target and monitor sets, we uploadéinority of all monitors and targets, see Table |.
our measurement tools and the target set to each monitofollowing the requirements of our method, we then built the
and remote|y asked them to send a probe to each taré@tB(M) of border interface seen from our monitors and we
(in a random order to avoid situations where targets wouttiscarded all targetssuch that is not in the set of interfaces
receive many probes in a short period of time). This lastétped btr(¢) to answer probes.¢. ¢ ¢ M(t)) or ¢ is a border
approximately 4 hours (and so each target received at mgerface { € B(M)), see Sections V and VI. Finally, we
700 probes during this period). In order to explore the #itgbi discarded all targets having only one interface noti\/)
of our measurements, we repeated this operation three tii@8ich, as explained in Section V, do not belong to correct
in a row. The whole measurement (building the target set af@re routers).
probing each of them from each monitor three times) took We give the precise numbers encountered during the whole
less than 24 hours, with a very reasonable load for targets aiocess for our three measurements in Table |.
monitors. At this stage, we obtained for each target its answ We finally obtain for each of our three measurements
to the probes from all monitors (repeated three times), whi@pproximately 5600 targets belonging to correct core rsute
we gathered onto a local machine for analysis. The key output of our measurements is the observed degree

Some targets and some monitors behaved incorrectly. [¥rthese routers, from which we will estimate the degree
instance, some targets sent several answers for a uniqbe_prdistribution of internet core routers in the next section.

Others answered to a few monitors only, probably because of
shutdowns during measurements, very low ICMP rate limjting
or other specific reasons. Conversely, some monitors mteiv The degree distributions observed from our three measure-
surprisingly few answers, probably due to a very poor locatents, after bias correction following the formula of Sec-
connections, shutdowns, or to the fact that PlanetLab mashition VI, are given in Table Il. We plot the inverse cumulative
may be overloaded (they are shared by numerous users).digributions in Fig. 7.

avoid potential noise due to these anomalous behaviors, wd-irst notice that results from each measurements are very
first discarded targets giving multiple answers to a probsimilar, which confirms that our results are stable in thisige

VIIl. RESULTS



deg 1-st 2-nd 3-rd deg 1-st 2-nd 3-rd

2 | 0.74770| 0.74371] 0.75214|[ 16 | 0.00014 | 0.00025| 0.00024 16000 70000

3 0.19434 | 0.19838 | 0.19258 17 | 0.00023| 0.00018 | 0.00015 14000 60000 12

4 0.02727 | 0.02727 | 0.02585 18 | 0.00007 | 0.00007 | 0.00007 12000 50000 TN L DS

5 0.01551 | 0.01588 | 0.01486 19 | 0.00007 | 0.00009 | 0.00009 10000 10000 T

6 0.00708 | 0.00640 | 0.00644 20 | 0.00002| 0.00000 | 0.00002 8000

7 0.00206 | 0.00224 | 0.00230 21 | 0.00008 | 0.00015| 0.00008 5000 30000

8 0.00175| 0.00196 | 0.00147 22 | 0.00006 | 0.00000| 0.00004 000 20000

9 | 0.00127| 0.00131| 0.00145 || 23 | 0.00000| 0.00000| 0.00002 L0000 42—

10 | 0.00057 | 0.00044 | 0.00052 || 24 | 0.00002| 0.00000| 0.00002 2000 Qg —— Pt p—

11 | 0.00056 | 0.00052 | 0.00047 || 25 | 0.00000 | 0.00005 | 0.00002 T e e ol oL - ]

12 | 0.00040| 0.00044 | 0.00047 26 | 0.00000| 0.00002| 0.00002

13 | 0.00020| 0.00023| 0.00017 27 | 0.00002| 0.00000| 0.00002 . . . .

14 | 0.00025| 0.00031| 0.00031|| 28 | 0.00000| 0.00002| 0.00000 Fig. 8. Left: evolution of the quality of the monitor set where vadd

15 | 0.00032| 0.00009 | 0.00017 || 29 | 0.00002| 0.00000 | 0.00001 colocation classes. Right: convergence of the fractionooftars of degree
TABLE I k with the number of colocation classes.

THE DEGREE DISTRIBUTIONS OBTAINED FROM OUR THREE
MEASUREMENTS(AFTER BIAS CORRECTIONZ FOR EACH DEGREEk, WE

GIVE THE ESTIMATED FRACTIONp, OF CORE ROUTERS WITH DEGREE.  would be a straight line. Instead, it is well fitted by a sttaig
line until degree approximately0, but then it experiences a
sharp decrease similar to an exponential cutoff and it hapid

1 ‘ reaches the highest degree. Fully characterizing thisilalist
S-St measurement tion remains to be done, but this is sufficient to conclude tha
-nd measurement —=— L. . K .
o1l 3-rd measurement —=— | the degree distribution of internet core routers is not agrew
' law.
0.01 , IX. ASSESSMENT OF RESULTS
In this section, we explore two approaches to assess the
0.001 1 quality and robustness of our results. We first study the
quality of our monitor set following the methods described
0.0001 | ] in Section IV. We then run simulations similar to the ones in
Section Ill to show that our results are self-consistent.
1e-05 : A. Quality of the monitor set
1 10 100

I ative sistribu btained o As explained in Section IV-A, the distributed nature of
e e o ree. our monitor set is a key feature for our measurements. We
we plot the fraction of core routers having degree highen thmequal o therefore ran the procedure described in this section te-ide
(log-log scale). tify classes of colocated monitors, which provide basjcall
redundant information. We obtained 203 different classes,
each containing in averag&ll monitors. This is consistent
Obtained distributions show clearly that low-degree cokgith the fact that each institution involved in PlanetLaleof
routers are prevalent: approximately 75% of them have @egigntributes with several monitors located at the same place
2 only, and almost 20% have degree 3. This is not surprisingxamination of the DNS names of monitors belonging to
as we observe core interfaces only: these routers cera@wy 3 same class confirmed this: they typically match the same
other interfaces connected to border routers and/or est&hox domain.tld pattern.
The number of interfaces they use to actuatiute traffic in - Once colocated monitors are identified, we investigate the
the core internet, however, is very low. diversity of views obtained from various locations, as ex-
Instead, some core routers have much larger degrees, phdned in Section IV-B: we first estimate the quality of the
the highest one we observe is 29. We may possibly missyfonitor set when only one colocation class is used, then
few interfaces of this router but, as explained above, thefigo colocation classes, etc, until all colocation classasd(
is little chance that the true largest degree is much highefius all monitors) are used. We add colocation classes in a
we perform measurements from a much larger number @indom order and average the obtained quality. The result
monitors and so the fact that observed degrees are bounf#edisplayed in Fig. 8 (left). As expected, for both quality
by this number plays no role. Of course, core routers wifanctions, the quality increases sharply at the beginning a
degree higher than 29 may exist, and they probably do. Thesgpidly converges. This indicates that adding more mositor
is however none in our random target set and we therefaiemore locations would not improve the results much, and so
expect them to be extremely rare (which is reinforced by thRat our monitor set and the number of locations hosting them
sampling bias towards high-degree routers explained arile are reasonable.
of Section VI). In order to deepen this, we examine the impact of adding
Finally, the key point here is that the obtained degremore monitors at more locations on the observed fragtipn
distribution isnot a power-law, as often assumed: the inversef core routers with degrefe (which is what we are interested
cumulative distribution plotted in a log-log scale in Fig. 1n), as discussed in Section IV-C. We add colocation classes



distribution, even if the fraction of high-degree nodeseiss!
—— 012 monitors 200 monitors (median) accurate than others. The plot shows that the proportion of
T e menters . 71 i1 small degree nodes is particularly well approximatef of
. oo montors 2 .71 all nodes with degree less than or equalltbare observed
Real distribution|} © . A ) with their real degree witl200 monitors.
We deepen this by studying how close the observed degree
e of a node is to its real degree, see Fig. 9 (right). This figure
A confirms that our method succeeds in measuring the degree of
% » % 5 1 1 2 = specific nodes. In particular, the median value remainedios
Degree Real degree the real one, even for the highest degrees. Moreover, even fo
Fig. 9. Assessment by simulations. Left: the observed degistgbdtions the highest degrees’ the estimated degree is nev_er far frem t
with various numbers of monitors. Right: correlations betwebserved and real one. For instance8 has been the worst estimate made
real degree witli200 monitors (one dot per node and median). for a 29-degree node}7 for a 27-degree one antl’ for a 24-
degree one. Given the fact that these are worst cases and that

. . we cannot over-estimate a degree, such errors remain quite
one by one like above and observe hpwevolves and obtain

\lxzvlr?i.cr? W‘;Qeexesélcr?:;eassfgrrﬂsTall deg_rtees rap(;dlly c?nverges,ln conclusion, simulations of our method are in accordance
P y few monitors (and loca |ons)_ Afith our empirical measurements: the global degree distri-
needed.to obi'servg them. Int((ajredstmglyt,) OF"V very fgw lm'f bution (which is our focus here) observed in simulations is
%fzmé'rgavtﬁtz ; E)Boa;/roe prr]Zc?is?on t?ngrézgngnthe;tgz[gé? 0ionsistent with the real one, and the estimate of the dedree o
. o L : pecific nodes is very accurate as long as their degree is not
monitors rapidly increases the quality of the estimate nEee

! ! too high. Increasing the number of monitors would provide
large degrees, the estimate rapidly reaches a value COm‘#’ar%etter estimates of the fraction of high-degree nodes,owith

to the final one, despite the fact that it only slowly Convsrgedrastically changing our conclusions.
after that.
Finally, this work on the monitor set shows that we have X. RELATED WORK

200 significantly different locations hosting monitors, andtth The physical and IP-level internet topologies are extaigiv
thi§ is sufficient to ensure a reaspnable quality for ourltegu studied since the seminal papers of Pansiogl. [22] and

It is clear however that. Increasing the number' of MONIOS, |5 tsoset al. [23]. The most classical approach consists in
and the number ‘_’f I(_)(_:atlons hOSt"_]g them would increase bq}ﬁilding maps from traceroute-like measurements. However
accuracy and reliability of our estimates. several studies have shown that obtained maps are intllysic
biased [10], [11], [9], [24], [12], [13], [14], [8], and eveihat
ta{gcerogte outpu_ts are unrelilable [17], [25], [8]. The homet

ing it on artificial graphs in Section Ill. In the lack of a bett :anzasswgsﬂlf dSItZO N rizc(j:r?ueaf:g)r/t Ogma&zV\;?ttlgtig\:]errce%rg?ngh?:f
knowledge, we used two extreme degree distributions: Bnissfr m satisfactory [9], [26], [14] ’

and power-law ones. We conduct here similar simulations bU?Conducting preciée me;asuréments of the degree of random

with the degree distribution obtained in Section VIII fromaro . . : o
nodes to obtain a reliable estimate of the degree distdbuti
measurements. We expect our method to be able to observe

this distribution accurately, otherwise the estimate weaiob was first suggestgd in [10]. We explored the possibility to
: do so at IP level in [27] but we only partly succeeded and
above would make little sense.

We built 5 random graphs of 1 million nodesccording to we conducted thorough simulations in [20.]' Property-drive .
network measurement are also developed in other contexts, i

each of the 3 measured distributions; these graphs remesgeanrticular Online Social Networks (OSNs) [28], [29] and P2P
the core internet in our simulations. For each graph, we thén
\e/erlay measurements [30].

sampled 5 different sets of nodes at random to play the ol . : . .
: . . : . . Our work is also closely related to alias resolution (which
of monitors. This leads t@5 different simulations, for which . - ) )
plays a key role in the building of maps): while we seek all

we tested sets df2, 25, 50, 100, 200, 400 and800 monitors. h(émknown) interfaces of a given router identified by one sf it

As our monitors cannot be colocated in this framework (t mtgrfaces, alias resolution aims at identifying in a givast

cpn_&dered graphs have no border), the simulations MBtinterfaces the ones that belong to a same router [31], [32]
similar to our PlanetLab measurements are the one 2ith

. [15], [16]. Probes similar to ours are used in this context, i
mtl):r;ltogs.(leﬁ) displavs the dearee distributions observethwi particular by théffinder tool [33], as well as other techniques.
9 plays 9 : . Our use of such probes was clearly inspired by these works.
different sets of monitors. It shows th&00 monitors in . .
. . . L Finally, important efforts are devoted to the deployment
different locations is sufficient to observe the real degreef‘ s : .
of large and distributed measurements infrastructureschwh
5Remind that the size of the graph has little impact on the obthigsults, are crucial for .thls_ field of .reS_earCh [113 _[_2]' [3], [4]. [5].
see Section Il Some of them distribute monitoring capabilities at a hugdesc
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B. Simulation bootstrap
We demonstrated the relevance of our approach by simul



(typically onto thousands of end-hosts) and so are paatityul
promising for us [5], [2].

(3]

Xl. CONCLUSION AND DISCUSSION [4]
In this work, we have obtained an estimate of the degrep]
distribution of internet core routers in a rigorous way, gvhi [l
makes it much more reliable than previous estimates otniainef,‘7
from maps. To do so, we focused on the measurement of]
this property rather than the collection of a large (butl stil
partial, biased and erroneous) map of the whole internés ThE!
made it possible to design, implement and run a measurement
grounded on reasonable and well identified assumptions. [l

Our method also has the advantage that various assessment

of its results are possible. Here, in addition to the remkatgo]
measurements, we assessed the results using variationzll?
the monitor set and simulations. Exploring other assessmen
approaches would increase their reliability. In particutme

may run various anti-aliasing techniques on the resultsuof d12!
measurements in order to confirm that the different intexgac
we discover for a given target do belong to a same router. Onej
may also run our measurements on targets for which the true
degree is known, thus providing ground truth assessment. |14,

In another direction, one may of course use larger sets of
targets in order to improve the accuracy of our estimate, i?!
particular regarding high-degree nodes. As the measurtsmeiy)
we presented took only 4 hours, doing so seems easy. Using
more and better distributed monitors would be another iri-']
portant improvement. In particular, most PlanteLab manito
are hosted by universities, which may induce some bias [i8]
the measurements. Up to our knowledge, the most promisi g]
infrastructures for doing so are DIMES and RIPE Atlagq)
[2], [5]: they already provide thousands of well distribdite
monitors which fit our measurement requirements. Condgcti&l]
larger-scale measurements from such sets of monitorsgerlar
sets of targets (possibly to all IPv4 address space) woaldl 1€22]
to much more insight on the actual degree distribution ?53]
routers in the core internet.

Finally, let us notice that our measurement method is veiA]
fast and induces only a small load both on monitors arEQS]
targets. This is an important feature, which makes it péssib
to avoid bias due to dynamics during the measurement It
also opens the way to studies of the dynamics of the degl[é@
distribution at an unprecedented time scale. Going furtheg [27]
may even observe the time evolution of router interfaces and
use this for better modeling of the internet and its dynamicE2
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