GENE REGULATORY NETWORKS WITH MULTIPLEXES

Gilles Bernot!2
Jean-Paul Comet?
Zohra Khalis!2

1138, CNRS & University of Nice-Sophia Antipolis,

2Epigenomics Project, Genopole,

2000 route des Lucioles-Les Algorithmes-Euclide-B,  Tour Evry 2, 523 Place des Terrasses de I’Agora,

F-06903 Sophia Antipolis CEDEX, France

F-91034 Evry, France

email: {bernot,comet,khalis}@i3s.unice.fr

KEYWORDS
Formal modelling, gene regulation, regulatory networks,
systems biology, complex systems.

ABSTRACT

When modelling gene regulatory networks, the corner-
stone of the modelling process is the search of parameter
values which are consistent with the known properties
of the system. These parameters drive the dynamics
of the system. In this article, we give a formal defini-
tion of a slight extension of the R. Thomas’ modelling,
with explicit information about cooperative, concurrent
or more complex molecular interactions. It considerably
decreases the number of parameters and determining
parameter values becomes less time consuming, making
possible the study of larger systems. We illustrate this
modelling framework on the biological system regulated
by Thyroid Hormones during the metamorphosis of tad-
pole and controlling the tail resorption.

INTRODUCTION

To study complex biological systems, formal modelling
is often mandatory since the complexity of the inter-
leaved interactions between constituents makes intuitive
reasoning error prone. Numerous mathematical mod-
elling frameworks have been proposed to model gene
regulatory networks, see for example (de Jong 2002,
Smolen et al. 2000, Wilkinson 2006, Fujita et al. 2004).
Common approaches are quantitative, based on differ-
ential or stochastic equations, providing numerical sim-
ulations of the system. Nervertheless actual predictions
often remain only qualitative because the parameter val-
ues of these systems are not precisely known. Several
other modelling frameworks are based on a qualitative
view, see for example boolean networks and their gen-
eralizations (Thomas 1973, Thomas et al. 1995), Petri
nets (Chaouiya et al. 2004, Comet et al. 2005), hybrid
modellings (Siebert and Bockmayr 2007, Ahmad et al.
2006 Cover Date: November 2007), and stochastic 7-
calculus (Ciocchetta and Priami 2007). Each modelling
framework highlights some view of models and allows

one to detail or to abstract different biological aspects.

We focus here on Thomas’ modelling, in which the gene
regulatory system is represented by an interaction graph
and a set of parameters. The interaction graph is com-
posed, on the one hand, of nodes which abstract genes
and their proteins, and on the other hand, of edges which
represent the interactions between the genes. The val-
ues assigned to the parameters permit one to deduce
the dynamics of the system from the interaction graph.
Even in a qualitative perspective, the lack of reliable
data about the system leads to a typical difficulty of
the modelling approach : How to select the parameter
values of the model?

For determining values of parameters, we proposed
in (Bernot et al. 2004) to test the set of all possible
parameterizations against temporal properties. It is fi-
nite in the case of Thomas’ modelling. This approach
can be computer aided (Bernot et al. 2004) using formal
temporal logics and systematic model checking. Even if
the set of possible parameterizations is finite, it expo-
nentially grows with the size of the interaction graph.
Several theorems established in the Thomas’ framework
considerably reduce the number of generated parameter
sets, nevertheless, an entire exploration is not conceiv-
able for large networks.

In order to reduce the time required by this exploration
step, it becomes crucial to introduce in the modelling
framework more biological information (when available).
In this paper, we propose to take into account informa-
tion about how constituents of the system act on their
targets. For example (Figure 1), if two genes act posi-
tively on a common target via the formation of a com-
plex (e.g. the transcription factor of the common target
contains the complex), then it is obvious that the com-
mon target has in fact a unique predecessor (the complex
instead of two genes separately) and only two possibili-
ties (instead of four) can occur: The complex is present
and the transcription can take place or the complex is
not present. Indeed this idea is far from being new but
it has never been formalized up to now. R. Thomas re-
marked that this kind of information can be taken into
account in its modelling framework through the valu-
ation of parameters, but he did not explicitely include



such information in the interaction graph (Thomas and
d’Ari 1990).

Figure 1: Example of cooperative action

Here, we propose a modelling framework in which the
interaction graph makes such cooperative or concurrent
biological phenomenon explicit. The decreasing of the
number of parameters coupled with the methodology
developed in (Bernot et al. 2004), will make possible
the study of larger systems.

The paper is organized as follows. We firstly define our
new interaction graph: Multiplexes are formally defined
to take into account available biological information de-
scribing the cooperation or concurrency between con-
stituents acting on a common target. Then we define
when a multiplex has an effective action on its targets,
and we construct the associated dynamics. We show
that Thomas’ and multiplex frameworks have the same
power of expression but we illustrate, through the clas-
sical example of the lac operon, how multiplexes allow
us to be more legible and terse. Lastly we illustrate
multiplex modelling on the system regulating Thyroid
Hormones during the metamorphosis of the tadpole and
controlling the tail resorption.

GENE REGULATORY GRAPHS WITH MUL-
TIPLEXES

Formal modelling frameworks for gene regulatory net-
works represent interactions between entities (genes,
proteins, etc.) wvia a static graph. Then, dynamics fo-
cuse on the evolution of entity expression levels and ask
for more elaborated mathematical stuff with many pa-
rameters.

In our framework, we represent the static part by a di-
rected graph composed of two types of vertices: Vari-
ables which correspond to genes and their products, and
multiplexes which correspond to interactions between
variables. Multiplexes abstract biological phenomena
like complex forming or more elaborated phenomena.
The predecessors of a multiplex are either variables or
other multiplexes brought into play in the interaction;
the successors are called the targets of the interaction.

Formal Definition

The following notation will be useful.

Notation 1 Given a directed graph G and a node v of
G, G~ Y(v) is the set of all nodes v' of G such that (v',v)
is an edge of G (set of predecessors of v).

A multiplex is provided with a formula in a proposi-
tional logic which encodes the situations in which the
interaction occurs. For example, if a complex formed
with proteins a and b is required in cooperative action
and if the complex (a-b) is inactive in the presence of
a protein ¢, then the corresponding formula looks like
“a Ab A =e,” where the symbols “A” and “—" stand for
“and” and “not” respectively.

Definition 1 A gene regulatory graph with multi-
plexes, RG for short, is a tuple G = (V,M,Ey, Ey)
such that:

1. (VUM, Ey U Ey) constitutes a (labelled) directed
graph whose set of nodes is VUM and set of edges
is By U Ey, with Eyy CV X IN X M and Ep C
M x (VUM).

2.V and M are disjoint finite sets. Nodes of V' are
called variables and nodes of M are called multi-
plexes. An edge (v,s,m) of Ey is denoted (v = m)
where s s called the threshold.

3. FEach variable v of V is labelled with a positive in-
teger b, called the bound of v.

4. Each multiplex m of M is labelled with a formula
belonging to the language L., inductively defined by:

o If (v > m) € Ey, then v, is an atom of Ly,
and if (m’ — m) € Ep then m/ is an atom of
L.

o If ¢ and ¢ belong to L, then =, (¢ A1),
(¢ V) and (¢ = W) belong to Ly,.

5. All cycles of the underlying graph (VUM, EyvyUE)y)
contain at least one node belonging to V.

Note: Condition 5 is necessary for the definition of dy-
namics (see Definition 3).

Figure 2: Graphical conventions

Figure 2 provides graphical conventions. In this figure,
a,b,c,d are variables; m,m’ are multiplexes; m and c
are the inputs of m’ and b and d are its outputs; the
cycle b, m, m’ contains the variable b.



States and resources

A gene regulatory graph with multiplexes constitutes
the static representation of the system. We have now to
focus on the dynamics of the system, abstracted by the
evolutions of expression levels of the variables. Let us
first define the states of a system.

Definition 2 A state of a RG G = (V,M,Ev,Ey) is a
map 1 : V — IN such that for each variable v belonging
to V, n(v) <b,.

n(v) is called the expression level of v.

A multiplex does not have any expression level because
it is a logical composition of variables at a given time.
So, we consider only the expression level of all the vari-
ables at that time and from this current state it is pos-
sible to deduce if the multiplex is active or not via the
interpretation of its propositional formula.

According to a current state, the set of resources of a
variable a is the set of multiplexes which can help a
to express its product. More precisely a resource r of
a variable a is a multiplex belonging to G~!(a) whose
formula is satisfied.

Definition 3 Given a RG G = (V, M, Ey,Ey) and a
state n of G, the set of resources of a variable v € V' for
the state 1 is the set of multiplexes m of G~ (v) such
that the formula o, of the multiplex m is satisfied. The
interpretation of @, in m is inductively defined by:

o If ., is reduced to an atom vs of G=1(m) then @,
is satisfied iff n(v) > s.

o If ¢, is reduced to an atom m’ € M of G~1(m)
then o, is satisfied iff om: of m' is satisfied.

o If 0., = 1 Ay then py, is satisfied if V1 and ¥
are satisfied; and we proceed similarly for all other
connectives.

We note p(v,n) the set of resources of v for the state 1.

This definition is actually inductive because RG never
contain a cycle of multiplex (item 5 of Definition 1). If
cycle of multiplexes were allowed then indeterminations
or contradictions would be possible. For instance, con-
sider the graph in figure 3. Suppose that the expression
level of a is greater or equal to the threshold s:

e If the formula of m’ is assumed to be satisfied, then
the formula of m must be satisfied and so the for-
mula of m/ cannot be satisfied. So, we get an in-
constency.

e If the formula of m’ is assumed to be unsatisfied,
then the formula of m must be unsatisfied and so
the formula of m’ must be satisfied. So, whatever
we assume, we always get an inconsistency.

Let us consider now, the graph in figure 3 where the
formula associated with m’ is m instead of =m. Suppose
again that the expression level of a is greater or equal to
the threshold s. Then, the two interpretations of m’ are
consistent and compatible with the current state. There
is an indertermination which is similar to the notion of
schizophrenic cycles of (Tardieu and de Simone 2004).

Figure 3: Cycle of multiplexes

To avoid these inconsistencies and indeterminations, cy-
cles of multiplexes are not allowed. This motivates the
item 5 of Definition 1.

Graphical conventions

Edges of interaction graphs have no sign but negative
actions are taken into account through multiplexes with
the operator —. For example, in Figure 2 the multiplex
m represents an inhibition (the complex a-b inhibits b
and d via m’). In figure 2, we also see that in multiplex
formulas the variables are indexed by their thresholds.
This is useful when a given variable acts on a multiplex
at several thresholds. The multiplex m’ means that the
expression level of ¢ must be both greater than 2 and
lower than 5 in order to participate to the induction of
d.

In addition to these standard graphical conventions, we
allow “light” additional graphical notation abuse:

e If a variable is an input of a multiplex with only one
threshold, we then allow to omit the threshold in
the formula. For example, in Figure 2, the formula
of multiplex m can be simply written as “=(aAb).”
Of course, this light form is not possible for m/'.

e Multiplexes with a formula reduced to a unique
atom can be removed from the diagram. In fig-
ure 4a, removing the multiplex m allows us to
retrieve the usual diagrammatic convention of R.
Thomas for activations.

e Similarly, in figure 4b, we retrieve usual inhibitions,

either by adding the minus sign, or by using the
“inhibition arrow” usual in biology.

GENE NETWORKS WITH MULTIPLEXES

We call network a graph associated with the parameters
which determine the dynamics.

Definition 4 A gene regulatory network with multi-
plexes (RN) is a couple (G,K) where
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Figure 4: Light graphical convention for activation and
inhibition.

o G = (KM,Ev,EM) 1S a RG.

o K ={kyw} is afamily of parameters indexed by v €
V and w C G7Y(v) such that all k., are integers
and 0 < ky o < by.

Notice that each variable v admits 2" parameters of the
form k, ., where n is the in-degree of v in G.
Additional restrictions for the choice of parameters can
be considered. The Snoussi’s hypotheses (Snoussi 1998)
which ensure the consistency of qualitative behaviours
with some underlying differential equation system, are
well-known: If w C w’ then ky . < ky.. These hy-
potheses signify that an effective resource cannot induce
the decrease of the expression level of v. Moreover, we
can always ignore the parameters k, ., such that the con-
junction of the formulas associated with the multiplexes
in w is unsatisfied for all states.

Dynamics

The value of the parameter &, ,(, ) (where p is defined
in definition 3 above), indicates how the expression level
of v can evolve from the state 7. It can increase (re-
spectively decrease) if the parameter value is greater
(respectively smaller) than n(v). The expression level
must stay constant if both values are equal. The ten-
dency (increasing, decreasing, unchanging) of variables
are given by the directional map associated with each
state:

Notation 2 Given a RN N = (G,K) and a state n
of G = (V,M,Ey,Ey), the directional map d : V —
{=1,0,1} is defined by:

=1 ifn(v) > ky pon)
Yo e V,d(v) = 0 if n(v) = ky pwn

L if n(v) < Ky p(om

The probability that two variables change their expres-
sion level at the same time is negligible in vivo; following
the Thomas’ approach a state transition of the model
modifies only one of the involved variables at a time.

Definition 5 Let N = (G,K) be a RN, and let n be a
state of G. A state n’ of G 1is a successor of the state n
if and only if :

e There exists a variable u such that ' (u) = n(u) +
d(u) and d(u) #0

e For any other variable v # u we have n'(v) = n(v)

In each state transition, at most one variable is modified;
this procedure is called asynchronous update in Thomas’
framework.

Definition 6 The asynchronous state graph of a RN
N = (G, K) is the graph S defined by:

o The set of vertices of S is the set of possible states of

G (isomorphic to the Cartesian product [] [0,by]).
veV

o The set of edges of S is the set of couples (n,n)
such that ' is a successor of 1.

RELATIVE TERSENESS WITH RESPECT TO
THE CLASSICAL FRAMEWORK

Obviously our framework with multiplexes embeds the
classical Thomas’ framework (Thomas 1991) as it is suf-
ficient to translate an activation (resp. an inhibition)
with a multiplex whose formula is reduced to the input
variable (resp. its negation), see Figure 4. Conversely,
a non atomic formula in a multiplex obviously corre-
sponds to a constraint on the parameters (Thomas and
d’Ari 1990) following an induction similar to the one of
Definition 3.

Our conviction is that this kind of knowledge is a static
knowledge and consequently it should be present in the
interaction graph (formulas in multiplexes). When we
know, for biological reasons, the nature of combined
influences, this information should be included in the
model as soon as possible because it considerably re-
duces the number of possible parameters, as shown in
the example below. Of course, the nature of combined
influences is not always a priori known and, in this case,
according to our formalism, variables have then several
inputs in the regulatory graph.

Example of lactose operon.

The cell needs carbon. Carbon is preferably obtained
from glucose via a given catalytic pathway. When glu-
cose is absent, lactose is used via an alternative catalytic
pathway.

Lactose operon in E.coli is the first genetic regula-
tory system elucidated, by Francois Jacob and Jacques
Monod (Jacob and Monod 1961). The induction of this
system requires two conditions: Absence of glucose and
presence of lactose.

An operon is a set of contiguous genes whose transcrip-
tion is controlled simultaneously by a unique transcrip-
tion factor. This transcription factor has an affinity with



a DNA area at the beginning of the operon, called op-
erator and denoted O.

The lactose operon is formed by three genes denoted by
Z,Y and A. The genes Z, Y and A produce respectively
the enzymes (-galactosidase, permease and thiogalacto-
side transacetylase.

When glucose is absent, the alternative pathway is con-
trolled as follows:

e CAP (Catabolite gene Activator Protein) forms a
complex with cAMP (cyclic Adenosine MonoPhos-
phate), and binds to DNA to increase the transcrip-
tion of the operon. This is a positive regulation.

e The transcription of the operon is possible only if
the DNA area O is free. The regulatory protein lacl
binds to O, this is a negative regulation. However,
when lactose is present, a lactose isomer binds to
lacI and lacl looses its affinity for O. So the operator
O becomes free.

When glucose is present, the alternative pathway is in-
hibited as follows: Glucose inhibits indirectly cAMP
and leads to the absence of complex CAP-cAMP. Conse-
quently, there is no transcription even if lacl is present.

‘ complexe ‘ ‘ lock operator site ‘

‘ CAP N cAMP ‘ ‘ﬂ(lactose) A lacl‘

\ operon \

‘ complexe N\ —~lock operator site‘

! ! !

Figure 5: Lactose operon metabolism graph with and
without multiplexes.

In Figure 5, the interaction graph of the lactose operon
is represented in the multiplex framework (the left part
of the figure) and in the classical Thomas’ framework
(the right part of the figure). The first advantage of
the multiplex framework is its legibility: The left hand
side of the figure is, to some extent, more legible than
the textual description given before. On the contrary,
the right hand side of the figure cannot be understood
without the textual description.

The second advantage of the multiplex framework is
methodological. When we try to elucidate a biologi-
cal system using Thomas’ framework, we do not know
the values of the parameters: The k, . have to be in-
ferred from in vivo behaviours. Consequently, models
with a small number of parameters allow us to rapidly

converge towards the elucidation of the studied biologi-
cal system. On the contrary, models with large numbers
of parameters can be so heavy to manipulate that they
obstruct the discovery process. On this small lactose
operon example, the total number of parameters accord-
ing to the multiplex approach is 12, while the total num-
ber of parameters according to the classical approach is
51. Putting as much static information as possible ex-
plicitly in the graph (instead of putting it later manually
in the dynamics) considerably reduces the complexity of
the modelling methodology. Indeed, formalizing cooper-
ative actions of several variables on the same target via
multiplexes enables one to merge into a single multiplex
the different acting resources.

The knowledge formalised into multiplexes can lead to
reduce even more the number of useful parameters. In
figure 6, multiplexes my and mso cannot be satisfied for
the same state: m; is active only if expression level of
a is strictly less than 2 whereas ms is active when ex-
pression level of a is greater or equal to 2. Among the
set of formal parameters K = {k. (1, ke mi}s Ke{ma}
kc7{m17m2}}, ke fmy,ms}- More generally, when two mul-
tiplexes having the same target v have two mutually ex-
clusive formulas ¢1 and ¢, all parameters of the form
Ky wUfm,ms) can be ignored and the number of relevant
parameters is reduced.

Figure 6: Example of RG which contains mutually ex-
clusive formulas

TH-DEPENDENT REGULATION OF TAD-
POLE TAIL RESORPTION

Anuran metamorphosis is an intense period of postem-
bryonic development that is characterized by the exten-
sive remodelling of the tadpole into a juvenile frog: (Shi
2000, Veldhoen et al. 2002). The metamorphosis of the
tadpole starts with limb growth and differenciation and
ends with tail and gill resorption. We illustrate our
modelling framework on a simplified model of the sys-
tem regulating the tail resorption. We show that mul-
tiplexes reduce the number of parameters while making
more explicit biological regulatory phenomena. After
having defined variables and interactions of this regula-
tory system, we translate the knowledge on regulatory
phenomena into multiplexes and compare the numbers
of models to consider in both classical and multiplex
modelling frameworks.



Variables

Two types of thyroid hormones (T'H) have to be taken
into account: The tri-iodothyronine (7'3) and the thy-
roxine (7'4) (Brown and Cai 2007). These hormones are
regulated by two enzymes: Deiodinase of type 2 (D2)
and deiodinase of type 3 (D3) which have a different role
in the system. We also consider activators of D2 (inter-
mediate genes, IG for short), early genes (E'G) and late
genes (LG) which are both responsible of tail resorption
via apoptosis (notice that LG are expressed after EG).
Finally, the nuclear thyroid hormone receptor of 7T'3 iso-
form [, denoted T'Rg, is explicitely represented even if
it is a early gene because it has an important role (Wang
and Brown 1993, Troncale et al. 2007).

Regulations

Each variable has two expression levels 0 and 1 except
T'3 which has four expression levels. Thus, only thresh-
olds of edges outgoing from 7'3 have to be specified since
other thresholds can only have the value 1.

The gene expressing D3 is a direct response gene of TH
so D3 expression level increases with that of T3 at the
threshold 1. D2 is regulated by T'H through interme-
diate genes (IG) so D2 expression level increases with
that of T'3. However, the response time is rather long
(some days) due to the cascade: T'3 activates IG at the
threshold 1 and IG activate D2. The transcription of
EG (including TRg) is activated when T'3 reaches the
threshold 2. Similarly, the transcription of LG is acti-
vated when T'3 reaches the level 3. T4 is transformed
into T'3 by losing an iodine at a specific place: This is
represented by an activation of T4 on T'3. The deiodi-
nase D2 activates T'3 (via the transformation of T4 into
T3) whereas D3 inhibits 73 and T4 (via the tranforma-
tion of TH into inactive forms of TH). A gene of EG
is probably responsible for the D3 inhibition: (Huang
et al. 2001). TRp (combined with T'H) is supposed
to be a transcription factor of LG (Wang and Brown
1993) whose products degrade D2 and T'Rg. A first
regulatory graph according to the classical approach of
R. Thomas has been established from this biological in-
formation (Figure 7).

Multiplexes

In this system, D2 is a catalyst which allows the trans-
formation of 74 into T'3: (Huang et al. 2001). T4 loses
an iodine under the action of D2. So, the synthesis of T'3
from 74 by D2 does not consume D2. This catalysis is
modelled, in the figure 8, by the multiplex named catal-
ysis which is labelled by the formula T4, A D2, acting
on 1'3.

Similarly, D3 catalyses the transformations of 7T'3 and
T4 into inactive forms of TH (which are not represented
in this model). The catalysis of D2 on T4 does con-

Figure 7: Interaction graph of the TH-dependent regu-
lation of the tadpole tail resorption

sum T4 but less than the quantity brought by the san-
guine flux. The action of D3 on T4 and T'3 decreases
significantly their concentrations. These catalyses are
then modelled by multiplexes labelled by the formulas
—(T31 A D3;1) and —(T4; A D3;) acting respectively on
T3 and T'4. Notice that these inhibitions are represented
by the negation operator in the formulas. T'H bind with
its nuclear receptor T'Rg to form complexes TH/TR
which are transcription factors of the genes responsible
for cellular death. We transcript this information into
the multiplex labelled by the formula 733 A T'R; which
acts on LG. Figure 8 represents the RG with multiplexes
deduced from the previous information.

Notice that Figure 8 is not really more complex than
Figure 7, but it encodes entirely all the considerations
“tediously” developed in this section.

catalysis
D2y NT4q

T33 ANTR,

Figure 8: RG with multiplexes of the TH-dependent reg-
ulation of the tadpole tail resorption

Parameters

In both modelling frameworks (with or without multi-
plexes), we have to give a value to each parameter in



order to deduce the dynamics of the system. Because
parameter values are not a priori known this leads us to
consider an enormous number of parameterizations. In-
deed, each variable v admits 2" parameters of the form
k. where n is the in-degree of v in G (w C G~1(v)).
Each of these parameters can take b, different values
where b, is the bound of v. The number of parame-
terizations is then given by [] (bq,)Qn where n is the

veV

in-degree of v. For the TH—depeendent regulation of the
tadpole tail resorption in Thomas’ framework, the num-
ber of parameterizations is on the order of 2.7 x 10!
whereas in our multiplex framework, the number of pa-
rameterizations is on the order of 2.6x108. For instance,
in Thomas’ framework, the variable T'3 has 2 parame-
ters, generating 4?° (65536) different parameter settings
while in our framework, T'3 has 22 parameters, generat-
ing 42°(256) different parameter settings. The difference
resides in the addition of the multiplex catalysis, which
reduces the number of inward edges to 7'3 and so the
number of possible parameter settings. Consequently,
taking into account information about cooperation be-
tween variables (through multiplexes) leads to a signifi-
cant decreasing of the number of possible models: Here,
the set of possible models is cut down by a factor of
1000.

The software SMBionet-3.0 (Richard 2006) has been de-
signed to facilitate the modelling process of genetic reg-
ulatory systems. It allows one to select models of given
RG according to their temporal properties. It takes as
input a RG and a formula in temporal logic express-
ing the known or hypothetical temporal properties of
the system. It gives as output all the models satis-
fying the formula. We used SMBionet-3.0 to exhibit
models which present characteristic variations of TH
concentrations, observed during the metamorphosis of
the tadpole. Under the Snoussi’s hypotheses (see sec-
tion Biological Regulatory Networks with multiplexes)
and for a given logical formula, all possible parameter
settings in our framework have been explored in approx-
imately 20 minutes whereas all possible parameter set-
tings in Thomas’ framework have been explored in 54
hours. Notice that the ratio between both time is less
than 1000 because SMBionet-3.0 optimizes the explo-
ration of the model set.

CONCLUSION

We rigorously introduced propositional logic elements
in the R. Thomas’ framework in order to take into ac-
count available information concerning the cooperation
or concurrency between genes or genes products acting
on the same targets.

This idea is rather natural: R. Thomas introduced
in (Thomas 1991) a notation that allows the representa-
tion of several actions of a unique gene on another one.
Moreover, dozens of articles can be cited which use sim-

ilar ideas in different frameworks:(Albert and Othmer
2003), (Klamt et al. 2006), etc.. Up to our knowledge,
our contribution is the first one which rigorously formal-
izes this more elaborated framework.

The introduction of multiplexes makes models terser be-
cause this framework allows the gathering of edges into
a single multiplex.

The major advantage of multiplex modelling is method-
ological: It reduces the number of parameters by for-
malizing additional biological information. So, the step
which searches parameter values consistent with known
or hypothetical properties of the system is significantly
improved. These advantages open perspectives to study
larger gene regulatory networks.as shown on the tadpole
example.

Another advantage of multiplexes is to facilitate ma-
nipulations of networks. For example, we may develop
graph folding methods in order to reduce the number of
variables, at the price of possibly long formulas in mul-
tiplexes. However the role of some variables in a path is
essentially to delay the global process. Consequently to
improve the biological usefulness of such abstractions, it
seems necessary to take delays into account. One of our
future works will be to introduce delays in multiplexes.
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