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1.1. Context

We are more and more interacting with non-natural complex systems, thought up by the human brain like
smartphones, industrial robots, vehicles or home automation. Both words complex and system must be de-
fined to better understand the context of my research in the last 10 years.

According to the Merriam-Webster dictionary, a system is “a regularly interacting or interdependent group
of items forming a unified whole”. It comes from the Greek sýstima ,defined by the Centre for the Greek
Language1 as “A set of bodies, things, concepts or processes that are interdependent, so that any change in one
of them has an effect on one or all of the others”.

It is easy to understand from these definitions that speaking about system engineering is speaking about
an interdisciplinary approach that deals with a set of tangled elements (or parts). In a system the parts can
include very different kinds of entities amongst which: different kinds of software (e.g., a control software or
a data processing software); different kinds of hardware (e.g., a System on Chip architecture or a topology of
communicating nodes); different kinds of physical entities (e.g., an aircraft nacelle structure or the thermal
dissipation of a CPU); different kinds of actors (e.g., the pilot or the mechanic of an aircraft).

It is also important to note that due to the increasing size and complexity of modern systems, the parts of
the systems are not specified in a unique model by using a unique language but are split into different views
where each view focuses on a specific concern of one or more parts. For instance, a CPU can be described in
different views by its instruction set, its internal hardware structure, its package or a set of physical properties
like its temperature dissipation or its electric consumption. All these views are different focuses on the same
part (i.e., CPU) that are useful at different stages of the system life cycle.

Concerning the etymology of complex, it is composed of the Latin words “com” (meaning: “together”)
and “plex” (meaning: “woven”). It is a little bit redundant with the notion of system itself but emphasizes the
intricate nature of the different concerns composing the system.

In my research I focused on software-intensive systems, defined by the IEEE 1471 [92] as: “A software-
intensive system is any system where software contributes essential influences to the design, construction, de-
ployment, and evolution of the system as a whole”.

Nowadays, there are various stakeholders involved in the development process of such systems. Each
stakeholder focuses on a specific domain of expertise of the system as defined in the IEEE 42010 [93] stan-
dard about system and software engineering. Each stakeholder is developing model(s) by using dedicated
languages tailored to their domains both in terms of the concepts handled but also of their behavioral se-
mantics. Each model is referring to various parts represented according to the specific view they belong to.

1http://www.greek-language.gr/greekLang/portal/about_us/index.html

1
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2 1. Introduction

Finally, the system is then specified by the consistent composition of the different heterogeneous models
developed by each of the stakeholders. The languages used also evolve along the development process. For
instance the models developed to provide an operational architecture are not specified in the same language
as the models that define the algorithms of the logical architecture. Anyway, the models developed in these
heterogeneous languages must be consistent, not only in terms of syntax but also in terms of behavioral se-
mantics. Supporting the coordinated use of such Domain Specific Modeling Languages (DSML) leads to what
we call the globalization of modeling language [46].

1.2. Objectives and Challenges

The development of software-intensive systems is facing many challenges arising from both the growing
complexity of the modern systems and the interdisciplinary nature of the approach. A general objective for
my research in the last 10 years was to go towards a formal model based system engineering where various
languages, syntactically and semantically adequate to a given task, and the relations between them and their
conforming models are precisely defined to enable automatic reasoning as well as Verification and Validation
(V&V) activities all along the development process.

Behind this general objective, there is the conviction that the use of appropriate languages2 at the ap-
propriate level of abstraction together with an appropriate development process and supporting tooling can
help to solve the socio technical coordination needed in interdisciplinary developments [133].

To achieve the objective describe below, there are a large variety of sub challenges. The goal of this section
is not to provide an exhaustive list of them but rather to present some challenges I addressed, sometimes
partially in my research work.

Challenge #1 When a behavioral model is defined, its structure is explicitly provided and manipulated by
different actors (being tools or users). However, the way it behaves is usually not part of the model
itself. At best, the behavioral semantics of the modeling language is available in a non-ambiguous
form. However, most often, it is either written in natural language or encoded (in an opaque way) in a
tool. This makes difficult the consistent manipulation/analysis of the model by different tools. What is
missing is a language agnostic and explicit description of the model behavior. It could then be used as
a golden reference by other tools to avoid different interpretation of the model or used by generic tools
to reason on the model (see Figure 1.1).

Figure 1.1: Overview of Challenge #1

• From a scientific point of view, the behavior of a model must not be specified by one potential
totally ordered trace but by the (possibly infinite) set of all its acceptable traces (i.e., by the traces
defined by the behavioral semantics of the language). This is a crucial point to avoid making a

2of course we consider in this document that a language is defined by both a syntax and a semantics
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priori restrictions at the early stage of the development process. It requires to find the appropriate
level of abstraction for the specification of the model behavior. Also, this specification must be
formal to avoid a lame behavior to be used as reference.

• From a technical point of view, it requires to provide a representation of the behavior which is
associated to the model structure in order to provide a consistent set of artifacts, which represents
the model structure together with the way it behaves. Based on such set of artifacts, it must be
possible to run some simulations and/or V&V activities; independently of the development stage
the model belongs to.

The beginning of Chapter 2 presents the most significant pieces of work I realized to address this chal-
lenge.

Challenge #2 There are usually many heterogeneous models to specify a system. These models refer to dif-
ferent parts of the system at different abstraction levels. In order to understand the emerging behavior
of the system, it is important to understand the nature of the various correspondences that exist be-
tween all these models as well as their semantics impact/role with respect to the behavior of related
models. it is needed for early V&V and rigorous refinement process and will make possible, at the sys-
tem level, to understand the impacts of a decision made on a specific model on the other models (see
Figure 1.2).

Figure 1.2: Overview of Challenge #2

• From a scientific point of view, it means that all the correspondences between models should be
characterized precisely and in a systematic way. This characterization may provide appropriate
(formal) annotations to specify the semantics of such correspondences. This study should en-
compass both “horizontal” correspondences, i.e., correspondences between models at the same
abstraction level; and “vertical” correspondences, i.e., correspondences between a model and the
model or the set of models that refines it. It should then be possible to manipulate, infer, or gen-
erate a “glue” (e.g., synchronizations) or some relations (e.g., the (bi)simulation relation or the
preserving of some properties) between the behaviors of different models (whose elements are)
linked by some correspondences.

• From a technical point of view, it should be possible to specify correspondences between mod-
els specified in different languages. It should also be possible to access to the associated glue or
relations. From the semantics of the correspondences, a technical environment should allow the
co-simulation or co-validation of heterogeneous models linked by some “horizontal” correspon-
dences; and should allow the verification of the relations or properties inferred from the “vertical”
correspondences between models.

The end of Chapter 2 summarizes some of the work I realized to address this challenge.
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Challenge #3 Nowadays, when developing a language, there exist metalanguages that can be used to specify
the syntax of the language and from which many of the tooling is automatically generated/provided in
a generic way. This is for example the case when using Xtext3. It requires a specification of the language
grammar and can automatically generate from it a parser, a linker, a typechecker and advanced editors
with syntactic coloration, completion and quick fixes. Equivalent facilities do no exist for the behavioral
semantics specification. There exist few metalanguages to fully specify the behavioral semantics of a
language (either operational, denotational or axiomatic). The main drawback of existing approaches
is their inappropriateness to make explicit and platform/language independent the temporal and con-
current aspects of the behavioral semantics, specially when the system is non-deterministic4. There is a
need to make explicit these concerns in the specification of the behavioral semantics of the language to
ease taming challenge #1 and to enable the automatic generation of tooling like for instance compilers,
interpreters, model checkers or omniscient debuggers (see Figure 1.3).

Figure 1.3: Overview of Challenge #3

• From a scientific point of view, this means that new metalanguage(s) must be defined to make
concurrent and temporal aspects explicit in the definition of a behavioral semantics. This requires
understanding what are the appropriate and minimal set of concepts to be manipulated to specify
concurrency and time.

• From a technical point of view, this means that the new metalanguages must be seamlessly inte-
grated with the other metalanguages (for instance used to define the syntax of the language). It
also requires new tooling of the metalanguage(s) to bring benefits of using the proposed metalan-
guage(s).

Chapter 3 presents the most significant pieces of work I realized to address this challenge.

Challenge #4 Dealing with the various models of a system makes its development complex since a system
designer has to deal with a set of heterogeneous models but also with the interaction between them.
In this context, manually creating the correspondences between a large set of complex models is nec-
essary (see challenge #2) but is a tedious and error prone task. Current approaches to automate the
coordination are bound to a fixed set of coordination patterns and are not appropriated to the addition
of models written in new languages. Additionally, existing approaches encode the coordination pat-
tern(s) into a tool thus limiting reasoning on the global system behavior. What is missing is a way to
specify coordination patterns between languages in a formal way so that correspondences on models
can be generated automatically for an arbitrary set of models (see Figure 1.4).

3http://eclipse.org/xtext
4it is important to realize that there are many programs/models that are non deterministic from a trace point of view but functionally

deterministic in the sense that all the acceptable traces produce the same outputs from a same set of inputs and initial conditions.

http://eclipse.org/xtext
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Figure 1.4: Overview of Challenge #4

• From a scientific point of view, It is required to provide a system designer with a dedicated lan-
guage, which can be used to specify coordination patterns between different languages. This
means that language interface(s) must be clearly defined and exposed to the system designer.
This interface must allow querying (parts of) the syntax and (parts of) the behavioral semantics
of the language. The definition of the patterns must be flexible enough to fit any new language
and the coordination must be done in a non restrictive way, like for the behavioral semantics of
a language, allowing for non determinism if needed. Additionally, the semantics of the proposed
language must be (formally) defined to allow unambiguous tooling. Finally, it can be interesting to
understand if it makes sense to specify patterns eventually resulting in a specific kind of “vertical”
correspondences.

• From a technical point of view, the language interface must be reified and accessible in the system
designer pattern specification. It must also be possible to automatically apply the patterns on
specific models to generate the coordination.

the beginning of chapter 4 presents the most significant pieces of work I realized to address this chal-
lenge.

Before elaborating on the different challenges in the next three chapters of this paper, I quickly overview
the context in which my research was realized.

1.3. Facts About the Context of my Research

The challenges described in the previous section have been (sometimes partially) addressed in differ-
ent research contexts but most often based on discussion with the Kairos team members (previously
named Aoste), PhD students and other national and international researchers from the community.
Before describing my research I give in this section an overview of the context in which it has been
realized.

1.3.1. Research projects

GLOSE (2018-...)

• Globalization in System Engineering
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• bilateral collaboration INRIA/Safran (http://gemoc.org/glose)

CLARITY (2014-2017)

• éCosystème pour la pLAte-foRme d’Ingénierie sysTème melodY

• LEOC project (http://clarity-se.org)

GEMOC (2012-2016)

• A Generic Framework for Model Execution and Dynamic Analysis

• ANR Project, Program INS (http://www.gemoc.org/ins)

HOPE (2012-2016)

• Hierarchically Organized Power/Energy management

• ANR Project, Program INS (http://anr-hope.unice.fr/?lang=fr)

RT-SIMEX (2009-2012)

• Retro-engineering and analysis of simulation and execution traces from real time embedded
systems (Principal Investigator)

• ANR Project, Program INS (http://www.rtsimex.org/)

HELP (2010-2013)

• High lEvel modeling for Low Power systems

• ANR Project, Program INS (http://www-verimag.imag.fr/PROJECTS/SYNCHRONE/HELP/)

AS GEMOC (2011)

• Survey on Heterogeneous Modeling

• CNRS Specific Action from GDR GPL (http://www.gemoc.org/as2011)

1.3.2. Main invited seminar/workshops

2019 5d., CAMPaM : Computer Automated Multi-Paradigm Modelling Workshop Bellairs - Barbados

2018 2d., Co-simulation in MPM4CPS Skopje - Macedonia

2018 2d., Workshop on Multi Paradigm For Cyber Physical Systems Riga - Latvia

2017 1d., Optimizing Real-Time Systems Paris - France

2017 5d., CAMPaM : Computer Automated Multi-Paradigm Modelling Workshop Bellairs - Barbados

2015 5d., Concern-Oriented Reuse Workshop Bellairs - Barbados

2014 3d., Globalizing Domain-Specific Languages Dagstuhl - Allemagne #14412

2014 4d., ECNU LIAMA summer school: Hands on Logical Time for Event Based Semantics Specifica-
tion Shangai - China

2011 4d., Modeling time and constraints in MARTE Real Time Summer school, demo of TimeSquare

2007 4d., Software architecture for embedded real time systems Real Time Summer school

1.3.3. PhD student supervision

2018–... Giovanni Liboni

• Composition of Cyber Models for Efficient and Accurate Co-Simulation

• CIFRE with Safran Tech

• Co-supervised with Frédéric Mallet

2012–2016 Matias Ezequiel Vara Larsen

• Behavioral Composition of Executable Models

• founded on the GEMOC project

• Co-supervised with Frédéric Mallet

2010–2013 Carlos Ernesto Gomez Cardenas

• Modeling Functional and Non-Functional Properties of Systems in a Multi-View Approach

• grant from the French government

• Co-supervised with Frédéric Mallet

http://gemoc.org/glose
http://clarity-se.org
http://www.gemoc.org/ins
http://anr-hope.unice.fr/?lang=fr
http://www.rtsimex.org/
http://www-verimag.imag.fr/PROJECTS/SYNCHRONE/HELP/
http://www.gemoc.org/as2011
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1.3.4. Softwares

Since my arrival in the Kairos team, I always promoted the development of research softwares to demon-
strate the applicability of our research work. Additionally, it helps creating a common technological
background in the team, helping thus the creation of new prototypes. I’m now in charge of maintain-
ing most of these softwares. While interesting it is unfortunately time consuming and it is sometimes
difficult to choose between maintenance and new development/research work.

1.3.4.1. TimeSquare

Authors: Nicolas Chleq, Julien Deantoni, Frédéric Mallet, Benoît Ferrero, Charles André.

TimeSquare is a software environment for the modeling and analysis of timing constraints in embedded
systems. It relies specifically on the Time Model of the Marte UML profile, and more accurately on the
associated Clock Constraint Specification Language (CCSL) for the expression of timing constraints.

http://timesquare.inria.fr

1.3.4.2. BCOol

Authors: Julien Deantoni, Matias Vara Larsen, Benoît Combemale, Didier Vojtisek.

BCOoL is a tool-supported meta-language dedicated to the specification of language coordination pat-
terns to automatically coordinates the execution of, possibly heterogeneous, models. http://www.
gemoc.org

1.3.4.3. MoCCML

Authors: Julien Deantoni, Didier Vojtisek, Joël Champeau, Benoît Combemale, Stephen Creff.

The MoCCML / Concurrency provides components and engines supporting concurrency and/or time
in execution semantics.

http://timesquare.inria.fr/moccml

1.3.4.4. GEMOC Studio

Authors: Didier Vojtisek, Benoît Combemale, Cédric Brun, François Tanguy, Joël Champeau, Julien
Deantoni, Xavier Crégut.

The GEMOC Studio is an eclipse package that contains components supporting the GEMOC methodol-
ogy for building and composing executable Domain-Specific Modeling Languages (DSMLs). It includes
two workbenches: The GEMOC Language Workbench: intended to be used by language designers (aka
domain experts), it allows to build and compose new executable DSMLs. The GEMOC Modeling Work-
bench: intended to be used by domain designers to create, execute and coordinate models conform-
ing to executable DSMLs. The different concerns of a DSML, as defined with the tools of the language
workbench, are automatically deployed into the modeling workbench. They parametrize a generic exe-
cution framework that provides various generic services such as graphical animation, debugging tools,
trace and event managers, timeline, etc.

http://gemoc.org/studio.html

http://timesquare.inria.fr
http://www.gemoc.org
http://www.gemoc.org
http://timesquare.inria.fr/moccml
http://gemoc.org/studio.html
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1.4. Wrap Up and Outline of the Document

Before quickly describing the outline of this document, I have to admit that it is difficult to evaluate
the impact of the several discussions I had on my research directions. I think it is really important
to take time to exchange idea and debate with different people. I also think that the latin sentence
“Audi ut discas” (Listen in order to learn) is essential in research. Consequently, all the research results
presented in this document have been realized in collaboration with different persons, from the Kairos
team, of course, but also from other national and international teams. I was really pleased to work with
all of them and I hope I will be able to continue in this direction.

In order to present my work, I chose to address the challenges presented previously in order in the doc-
ument. Chapter 2 presents the work on CCSL, its formal definition and its use as an explicit behavior
model. Chapter 3 presents how we promote logical time for the formal specification of the concurrent
and timed aspects of an operation semantics. Chapter 4 presents the rationale and definition of coor-
dination patterns; from which coordination of heterogeneous models can be done, both for heteroge-
neous model execution and formal reasoning. Chapter 5 draws a short conclusion before, in chapter 6
detailing some perspectives on the continuation of my work.



Chapter 2

Modeling Concurrent and Timed
Execution of Models

Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Clock Constraint Specification Language . . . . . . . . . . . . . . . . . . . . . 10

2.3 Comparing CCSL and temporal logics . . . . . . . . . . . . . . . . . . . . . . 17

2.4 TimeSquare: the CCSL tool . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5 Using CCSL in different domains . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.6 Towards Multi-View Behavior Modeling. . . . . . . . . . . . . . . . . . . . . . 37

2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.1. Introduction

Nowadays, a program or a model is a purely syntactic artifact (typically a (set of) file(s)), which repre-
sents the structure of the program. This structure being in a specific format, it can be read by a user (i.e.,
a human or a tool) that understand this syntax. In order to manipulate the structure, the user usually
knows its behavioral semantics. For instance the C compiler knows the behavioral semantics of the C
language and it can consequently compile the program into a corresponding set of CPU instructions.
It is more accurate to state that the C compiler encodes a specific understanding of the behavioral se-
mantics of the C language, defined in natural language in an ANSI standard. Indeed, using different C
compilers targeting a same CPU can result in different sets of instructions due to different optimiza-
tions or different understanding of the semantics. In order for different users to have the same under-
standing of the model, it is require to agree on the way it behaves. This is usually not a real issue for
popular general purpose language like C, since compiler writers put long term efforts in the writing of
the compiler and the user community is large enough to detect bugs and deviance with regards to other
compilers or to the standard. However, it became an issue with the emergence of many (interacting)
Domain Specific Languages (DSLs), for which the access to the behavioral semantics is not necessarily
provided and for which the user community and existing tools are restricted. Additionally, there ex-
ist many DSLs which are based on a similar syntax (e.g., state machines) but with different behavioral
semantics. For instance in [13], the authors have shown that an exact same model executed in two dif-
ferent tools results in two strongly different behavioral semantics. This is also a well known mechanism
in UML where semantic variation points exist.

In the targeted domain (i.e., CPS), applications are often interacting repeatedly with their external en-
vironment. The main design concern goes with handling data or control flow propagation, which fre-
quently includes streaming and pipelined processings. In contrast, the actual data values and compu-
tation contents are of lesser importance (for design, not for correctness). Application models such as
process networks, reactive components and state/activity diagrams are used to represent the structure

9
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and the behavior of such applications. In order to complete the traditional structure of such models
with an abstract specification of the way they behave, we promote the use of logical time as a unify-
ing notion of time to capture both causal dependencies and physical time relationships. Logical time
was first introduced by Lamport to represent the execution of distributed systems [113]. It has been
extended and used in distributed systems to check the communication and causality path correct-
ness [71]. At the same period, Logical time has also been used in synchronous languages [19, 23] for its
polychronous and multiform nature, i.e., based on several time references.

In the synchronous programming approach, the notion of logical clock has proved to be adaptable to
any level of description, from very flexible causal time descriptions to very precise scheduling descrip-
tions [32]. A simple and classical use of multiform logical time for specification is “Task 1 executes twice
as often as Task 2”. The instant at which Task 2 executes is taken as a time reference to specify the
execution of Task 1. An event is then expressed relative to another one, that is used as a reference. No
reference to physical time is given. Furthermore, if the (physical) duration between two successive exe-
cutions of Task1 is given, the instants at which Task2 must execute can be deduced. Relying only on the
logical specification at early stages avoids over-specifications induced by using physical time references
while the execution platform is not fully determined, yet. Actually, physical time is a particular case of
logical time where a physical clock is taken as a reference. By using such logical time, we were able to
specify very different kind of behaviors (e.g., both non deterministic and deterministic behaviors, both
synchronous and asynchronous ones). By doing so, our goal was to associate an explicit formal seman-
tics to the model structural elements so that it can be referred to as a golden model by external tools
and make the model amenable to formal analysis, code generation or synthesis. An explicit and formal
semantics within the model is fundamental to prevent different analysis tools from giving a different
semantics to the same model. We proposed a language, called Clock Constraint Specification Language
(CCSL), specifically devised to equip a given model with a logical time model specifying its behavior
in an abstract way. CCSL is a formal domain specific language originally introduced in the MARTE
profile [161] defined by the OMG1. CCSL have been formally defined, tooled and used to specify the
behavior of various models, written in different languages.

In this chapter, we start with the definition of CCSL and specifically the major works I did on the def-
inition/extension of the CCSL language. Then, expressiveness and tooling is discussed. Finally, we
selected different models from different domains to illustrate possible uses of CCSL ([81, 83, 125, 145,
146]). These examples range from high level specification languages to the effect of allocating functions
on a specific hardware platform.

2.2. Clock Constraint Specification Language

This section is an up to date excerpt of the following paper:

Julien Deantoni, Charles André, and Régis Gascon. CCSL denotational semantics. Research Re-
port RR-8628, , November 2014. URL https://hal.inria.fr/hal-01082274

CCSL is a language to impose dependence relationships between instants of different clocks. These
dependences are specified by Clock constraints. The constrained elements are clocks. A clock con-
straint imposes relationships between instants of its constrained clocks. CCSL formal semantics was
first defined in [6], however, this semantics was missing the crucial notion of death and birth of the
clocks, introduced in section 2.2.3. Additionally, we extended the notion of constraints with the notion
of death and birth, so that it opened the door to CCSL mode automata where a set of constraints can
be activated/deactivated according to its belonging to a specific mode. In order to overview CCSL, we
first introduce multi form logical time. Then, to understand clock constraints, we define relations on
instants, clocks, life intervals and finally clock constraints.

1http://omg.org

https://hal.inria.fr/hal-01082274
http://omg.org
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2.2.1. Multiform logical time

CCSL was initially introduced in the MARTE Time model, which deals with both discrete and dense
times. In MARTE, a clock gives access to a time structure made of time bases, which are themselves
ordered sets of instants. A clock can be either dense or discrete. This section about CCSL focuses on the
structural relations between clocks and these relations do not differentiate between dense and discrete
clocks. However, some relations only apply to discrete clocks and others apply to both discrete and
dense clocks.

Leslie Lamport [113] introduced logical clocks in the late 70’s. The logical clocks associate numbers
(logical timestamps) with events in a distributed system, such that there exists a consistent total or-
dering of all the events of the system. These clocks can be implemented by counters with no actual
timing mechanisms. In the 80’s, synchronous languages [18] introduced their own concept of logical
time. This logical time shares with Lamport’s time the fact that they need not actually refer to physical
time. Logical time only relies on (partial or total) ordering of instants. In what follows, we consider
logical time in the sense of synchronous languages. In the synchronous language Signal [19], a signal
s is an infinite totally ordered sequence (st )t∈N of typed elements. Index t denotes a logical instant. At
each logical instant of its clock, a signal is present and carries a unique value. Signal is a multi-clock
(or polychronous) language: it does not assume the existence of a global clock. Instead, it allows mul-
tiple logical clocks. Signal composition is ruled by operators which are either mono-clock operators
(composing signals defined on a same clock) or multi-clock operators (allowing composition of signals
having different clocks).

A logical clock can be associated with any event. This point of view has been adopted in the MARTE
time model [161, Chap. 10]. A logical clock “ticks” with each new occurrence of its associated event.
Synchronous languages like Esterel exploit this property. In an Esterel program, time may be counted
in seconds, meters, laps. . . (see Berry’s RUNNER program [24] which describes the training of a runner).
This variety of events supporting time leads to the concept of multiform time. For instance, the elec-
tronic ignition is driven by the angular position of the crankshaft rather than by a chronometric time
(see our studies of a knock controller in a 4-stroke engine [5, 145]).

In this section, we consider both dense and logical clocks and their relationships through clock con-
straints. Because the notion of instant and the ordering of such instants are the core of the proposition,
we first introduce the relations we defined on the instants.

2.2.2. Instants and Time Structure

Instants are the basic elements which are manipulated all along this section. An instant can be seen
as an event occurrence, occurring at a specific (logical) time. Expliciting the fact that an instant as a
specific logical time implies that instants can be partially ordered. To do so, we use specific instant
relations. An instant relation between two instants reflects a specific ordering between the considered
instants. We defined five kinds of instant relations, derived from two main relations2.

Causal and chronological relations over a set of instant are defined in a time structure. A time structure
T is a triple 〈I ,≺,≡〉 made of a set of instants I and two main relations on instants satisfying the
conditions below.

• The precedence relation ≺ is a strict order relation on I (irreflexive, asymmetric and transitive)

• The coincidence relation ≡ is an equivalence relation (reflexive, symmetric and transitive). It re-
flects the fact that two instants have the exactly same logical time.

• The precedence and coincidence relations satisfy the following properties: for every i1, i2, i3 ∈ I

– if i1 ≺ i2 and i2 ≡ i3 then i1 ≺ i3,

– if i1 ≺ i2 and i1 ≡ i3 then i3 ≺ i2.

From these two relations, one can define additional relations associated to any time structure:

2there are different ways to express the kernel relations. We chose here the one used in the main technical report [6]
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• The causality relation 4 is defined as the union of the precedence relation and the coincidence
relation.

∀i1, i2 ∈ I , i14 i2 ⇔ (i1 ≺ i2 or i1 ≡ i2).

Note that 4 is not really a partial order. By definition, this relation is reflexive and transitive, but
it is not anti-symmetric. If i14 i2 and i24 i1 we can deduce that i1 ≡ i2 but coincidence does not
imply equality.

• The exclusion relation # is defined as the union of the precedence relation and its converse rela-
tion. Formally, we have

∀i1, i2 ∈ I , i1 # i2 ⇔ (i1 ≺ i2 or i2 ≺ i1).

This imposes that instants i1 and i2 must not be coincident.

• Finally, the independence relation ∥ corresponds to the absence of other relations.

∀i1, i2 ∈ I , i1 ∥ i2 ⇔ neither (i1 ≺ i2) nor (i2 ≺ i1) nor (i1 ≡ i2).

This relation can be used to express concurrency between two instants.

The graphical representations of these different instant relations, used later in the section, is given in
Table 2.1.

instant relation symbol graphical representation
precedence ≺

causality 4
coincidence ≡

Table 2.1: Instant relations

2.2.3. Clocks

This model is the one implemented in TimeSquare, the CCSL simulation tool. This model considers
that a clock is an ordered set of instants. A clock has a lifetime delimited by a birth instant and a death
instant.

Formally, a Clock c is a 5-tuple 〈Ic ,≺c ,c↑,c↓,≡c↓〉 where Ic is a possibly infinite set of instants, c↑ 6∈Ic

is the birth instant of c, and c↓ 6∈ Ic is the death instant of c, ≡c↓ is a coincidence relation and ≺c is an
order relation on Ic ] {c↑,c↓} satisfying the following conditions:

• The restriction of ≺c on Ic is a strict order relation.

• All instants of Ic are strictly ordered (≺c is total):

∀i , j ∈Ic , (i 6= j ) ⇒ (i ≺c j ) or ( j ≺c i ).

• The birth strictly precedes all the other instants of the clock:

∀i ∈Ic ] {c↓}, c↑ ≺c i .

• Every instant precedes the death but the last one that may coincide with it:

∀i ∈Ic ] {c↑}, ((i ≺c c↓)∨ (i ≡c↓ c↓))

The set of instants Ic represents the occurrences or ticks of the clock c. This is why birth and death do
not belong to this set. A clock can have a finite or infinite number of instants. If Ic is infinite then the
death instant is not necessary.

A discrete-time clock c is a clock with a discrete set of instants Ic . In that case, Ic can be indexed by
natural numbers in a fashion that respects the ordering ≺c : we define idxc : Ic →N? (N? =N\{0}) such
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that ∀i ∈Ic , idx(i ) = k iff i is the kth instant in Ic wrt. ≺c . By convention we will consider that the first
instant of c is indexed by 1.

For any discrete time clock c , 〈Ic ,≺c ,c↑,c↓,≡c↓〉, c[k] denotes the kth instant in Ic (i.e., idxc (c[k]) = k).
For any instant i ∈Ic of a discrete time clock c, °i is the unique immediate predecessor of i in Ic ] {c↑}
. We assume that the predecessor of c[1] is the birth c↑. Similarly we denote the unique immediate
successor of i in Ic as i °, if any.

The number of instants preceding a specific instant i of a clock c is retrieved by χ(c)@i . It only makes
sense on a discrete clock and it always returns ∞ on a dense clock. Note that the use of this func-
tion needs i to be strictly ordered on the set of instants it refers (i.e., Ic in the previous example) (cf.
equation 2.1.0). From the previous definition we give the following lemmas:

〈I ,≺,≡〉 |=χ(c) ⇔
0) (i ∈I )∧ (Ic ⊆I )∧ (∃ j ,k ∈Ic ] {c↑})∧ ( j ≺ k)∧ ( j ≺ i )∧ (i ≺ k) ∧
1)

(
c ∈C ∧χ(c)@i = k

)⇔ c[k]4 i ≺ c[k +1] ∧
2)

(
c ∈C ,∀k ∈ [

1; |Ic |
])⇔χ(c)@c[k] = k −1 ∧

3) χ(c)@c↑ = 0 ∧
4) χ(c)@c↓ = |Ic |

(2.1)

2.2.4. Clock Constraints Specification

We3 have introduced the concept of clock constraints in the MARTE specification (chapter 9) and also a
dedicated language for expressing such constraints: CCSL [161, Annex C.3]. This language is non nor-
mative (the MARTE profile implementors are not obliged to support it). The semantics of CCSL given
in the MARTE specification is informal. A first formal semantics, based on mathematical expressions
has been proposed in a paper [123] and a research report [7], which is an extended version of [123]. A
precise definition of the syntax of a kernel of CCSL along with a structural operational semantics was
first defined in [6] and has been extended in [57] with the notion of birth and death as defined in this
section. [57] is one possible operational semantics of the denotational semantics defined here. This
semantics is the golden reference for the CCSL constraint solver implemented in TimeSquare [51]4,
the software environment that supports CCSL.

Clock constraints are classified into two main categories:

1. clock relations that constrain the order of the instant of two or more existing clocks;

2. clock expressions that define a new clock from a set of parameters.

As for clocks, every relation and expression has a timelife defined by the instants of its birth and its
death. We define in more details these elements in the following.

A CCSL specification S is a triple 〈C ,Expr,Rel〉 such that C is a set of clocks, Expr is a set of clock
definitions and Rel is a set of clock relations. Both Expr and Rel state constraints on the elements of C .

The models of CCSL specification are time structures. Let S = 〈C ,Expr,Rel〉 be a CCSL specification
and T = 〈I ,≺,≡〉 a time structure. Informally, T satisfies the specification S iff the following condi-
tions holds:

• The set of instants I includes all the instants of the different clocks in C .

• The orders of the different clocks in C are preserved by ≺.

• The different constraints induced by the elements of Expr and Rel are satisfied.

The satisfaction of the different clock relations and definitions will be defined in the following sections
and depends of the relations ≺ and ≡.

3members of the former AOSTE team, which became Kairos
4http:timesquare.inria.fr

http:timesquare.inria.fr
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2.2.5. Definition of a specific subset of instants

Since relations and expressions are alive from their birth instant and possibly until their death instant,
it is useful to define the set of instants of a clock between these two instants. An interval of clock c (i.e.,
a subset of Ic ) characterized by two instants α and β is denoted as I

α..β
c . It is defined by the following

equation:

I
α..β

c , {i ∈Ic |(α4 i )∧¬(β≺ i )} (2.2)

c

α
β

c

α
β c↓

c

α
β c↓

(A)

(B) (C)

c death

β Does not 
precede c 
death

c death

Figure 2.1: Clock interval definitions (taken from [56])

The interval starts with the first instant of Ic such that α precedes this instant. The interval ends at
the first instant of Ic which is preceded by β; this instant is not in the interval. The latter constraint is
expressed by ¬(β≺ i ) for all instants of Ic in the interval. Note that since4 is a partial order, ¬(β≺ i )
is not equivalent to (i 4β).

When β is not given, the interval (denoted as Iα..
a ) is defined as follows:

Iα..
c , {i ∈Ic |(α4 i )} (2.3)

Fig. 2.2 illustrates various cases: without the clock death (Fig. 2.1.A) or with the clock death (Fig. 2.1.B
and C).

These intervals are used in the following to represent the instants to be considered during the life of a
specific relation or expression. Consequently, the set of instants of a clock c during the life of a relation
r is noted I r

c . Similarly the set of instants of a clock c during the life of an expression is noted I ce
c

where ce is the clock defined by the expression. More generally, we denote I x
c the set of instants of c

that is defined on an interval bounded by x↑ and, either c↓ or x↓. More formally, I x
c is defined by the

following equation:

I x
c , {(∃x↓ ∈ x ⇒I x

c =I x↑..x↓
c )∨ (Øx↓ ∈ x ⇒I x

c =I x↑..
c )} (2.4)

Predicate dies_in Let dies_in be a predicate on clock × constr ai nt such that

c dies_in (r ) ⇔ (r ↑4 c↓)∧ (
(∃r ↓ ∈ r ∧∃c↓ ∈ c) ⇒¬(r ↓ ≺ c↓)

)
(2.5)
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c

α

c

α c↓

c

α c↓

(A)

(B) (C)

c death
c death

Figure 2.2: Clock interval when only α is given (taken from [56])

2.2.6. Clock relations

Specifying a full time structure using only instant relations is not realistic. Moreover a set of instants
is usually infinite, thus forbidding an enumerative specification of instant relations. Hence the idea to
extend relations to clocks. CCSL kernel defines five basic clock relations. In the following definitions,
a and b stand for Clocks. For the sake of conciseness, mathematical definition is given only in the
SubClock relation. Other definitions can be found in [56].

For each of them the definition is split into a first part named ’(a)’ defining the semantics of the relation
and a second part ’(b)’ specifying the relations between deaths of clocks in the relations.

Subclocking: a
r
⊂ b is a synchronous clock relation. a is said to be a sub-clock of b, and b a super-

clock of a. The r represents the entity that gives the birth and the death of the relation (i.e., the interval
on which the relation applies). If r is not specified, the relation applies for the whole system life.

〈I ,≺,≡〉 |= a
r
⊂ b ⇔

(a) ∀ia ∈I r
a , ∃ib ∈I r

b , ia ≡ ib ∧
(b) b dies_in (r ) ⇒ (a↓4 b↓).

(2.6)

Equation 2.6-a defines the constraints between instants of Ia and Ib . It means that each instant of a
must coincide with an instant of b. Equation 2.6-b states that a must die when the superclock dies .

1 2 3
b

a

4 5 6

a b⊂

Figure 2.3: Example of subclocking.
(For a sake of simplicity χ(a)@r ↑ = 0 and χ(b)@r ↑ = 0)

Note that the death of a coincides with the one of b if b dies in r and a is not killed by another constraint
in the time structure. Because of the possibly to be killed by another constraint, the death of a precedes
the death of b.

All relations are defined to support both dense and discrete clocks. In this habilitation, for the sake of
simplicity, the other relations are only informally defined and their definition works only for discrete
clocks:
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• Equality: a = b is a special case of subclocking where the coincidence mapping is a bijection.
∀k ∈N?, a[k] ≡ b[k]. a and b are “synchronous”. Clock deaths are also synchronous.

• Precedence: a 4 b means ∀k ∈ N?, a[k]4 b[k]. a is said to cause b. b dies when a died and b
cannot tick anymore.

• Strict precedence: a ≺ b is similar to the previous one but considering the strict precedence in-
stead. ∀k ∈N?, a[k] ≺ b[k]. b dies if a died and bb can not tick anymore.

• Exclusion: a # b means that a and b have no coincident instants. Death instants are also inde-
pendent.

2.2.7. Clock expressions

They allow definitions of new clocks from existing ones. While formally defined in [56], we only present
informally the clock expressions here.

There are classical clock expressions like the union and intersection operators respectively denoted by
a + b and a ∗ b, the strict sample operators a ⇓ b or the preemption a  b. A clock expression defines
an implicit clock. The instants of the clock corresponding to the union a + b coincide with an instant
of a, of b, or with both and every instant of a and b coincides with an instant of a + b. The intersection
a ∗ b has a set of instants that can be mapped to the instants of a that coincides with some instant of b.
The sample expression a ⇓ b represents the subclock of b that ticks if a has occurred at least once since
the last tick of b. The preemption a  b coincides with all the instants of a until the first occurrence
of b and then the implicit clock dies. The informal semantics of the expressions above is illustrated in
Fig. 2.4.

a

b

a + b

a ∗ b

a  b

a ⇓ b

Figure 2.4: Illustration of some CCSL expressions

Here is a quick informal description of other existing CCSL expressions:

Awaiting a ˆ n, where n ∈ N? , is a synchronous clock expression. This expression waits for the nth

strictly future tick of a. On this occurrence, the implicit clock ticks and dies. As one has to count
the occurrences of a, the clock must be discrete.

Sup a ∨ b defines a clock that is the fastest among all the clocks slower than a and b. In other terms,
the resulting clock always coincides with the slowest clock among a and b, in an opportunistic
manner. Death of the implicit clock is simultaneous with the death of the clock it follows.

Inf a ∧ b defines a clock that is the slowest among all the clocks faster than a and b. The resulting clock
always coincides with the fastest clock among a and b, in an opportunistic manner. Death of the
implicit clock is simultaneous with the death of the clock it follows.

Defer a
(w)
 b is a mixed clock expression that deals with multiple future scheduled ticks. w is an integer

word defined, conjointly with notations over w ,in [56]. Basically w is an integer word (i.e., a finite
or infinite word: w ∈ N∪Nω). Defer is a complex expression when used with complex integer
word. A simplistic explanation is to consider that each tick of the clock a specifies that a tick of
the resulting clock will coincide after n ticks of b; where n is taken in w . if w = 3ω and a = b then
the resulting clock coincides with clock a except for the 3 first ticks of a. When w is a integer
repeated infinitely we often refer to this constraint as del ayedFor . For the De f er expression to
make sense, a and b must be discrete.
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Concatenation a • b defines a clock that coincides with a until its death. Once a is dead, then the
resulting clock coincides with b. When b dies, then the implicit clock dies.

2.2.8. Temporal evolutions

A CCSL specification imposes a complex ordering on instants. We do not explicitly represent this time
structure. We compute possible runs instead. A run is a sequence of steps. Each step is a set of clocks
that are simultaneously fired without violating any clock constraints. When a discrete clock ticks (or
fires), the index of its current instant is incremented by 1. The computation of a step is detailed in a
technical report [6] that provides a syntax and an operational semantics for a kernel of CCSL. Here, we
just sketch this process. An example of such run is represented graphically on Figure 2.9.

Using the semantics of CCSL, from a clock constraint specification S we derive a logical representation
of the constraints JS K. This representation is a Boolean expression on a set of Boolean variables V , in
bijection b with the set of clocks C . Any valuation v : V → {0,1} such that JS K = (v) = 1 indirectly
represents a set of clocks F that respects all the clock constraints: F = {c ∈ C | v(b(c)) = 1}. F is a
possible set of simultaneously fireable clocks. Most of the time, this solution is not unique. Our solver
supports several policies for choosing one solution.

2.2.9. CCSL libraries

CCSL specifications are executable specifications. However, the expressiveness of the kernel CCSL is
limited, for instance by the lack of support for parameterized constructs. The full CCSL overcomes
these limitations through libraries. A library is a collection of parameterized constraints, using con-
straints from one or many other libraries. The primitive constraints, which constitute the kernel CCSL,
are grouped together in the kernel library. The operational semantics is explicitly defined only for the
constraints of the kernel library. Each user-defined constraint is structurally expanded into kernel con-
straints, thus defining its operational semantics.

As a very simple example, we define the alternates relation, denoted ∼ . The user-defined relation
consequently has two clock variables (v1, v2). This definition contains two instances of the precedes
relation one instance of the defer expression whose definitions are given in the kernel library. The
textual specification of the alternates relation is the following:

def ∼ (clock v1,clock v2) , (v1 ≺ v2)

| (v1De f er B yOne , v1
(1ω)
 v1)

| (v2 ≺ v1De f er B yOne)

We can also define in libraries user defined expressions. For instance, one interesting user defined
expression is f i l ter edB y (∇). a f i l ter edB y w where w is an integer word is a recursive expression
defined by:

def∇ clock c1, integerWord w1) , (c1ˆhead(w1)) • (c1 ∇ queue(w))

where head(w) returns the first element of w and queue(w) returns w minus its first element.

CCSL libraries are used later (Section 2.5) to group domain specific constraints. Section 2.5 also pro-
vides examples of behavior model specification realized in order to obtain a model made up with both
an explicit structure and an explicit behavior. The next section focuses on the expressiveness of CCSL
with regards to temporal logics.

2.3. Comparing CCSL and temporal logics

This section is an up to date excerpt of the following paper:
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Régis Gascon, Frédéric Mallet, and Julien DeAntoni. Logical time and temporal logics: Compar-
ing UML MARTE/CCSL and PSL. In Carlo Combi, Martin Leucker, and Frank Wolter, editors, Eigh-
teenth International Symposium on Temporal Representation and Reasoning, TIME 2011, Lübeck ,
Germany, September 12-14, 2011, pages 141–148, Lübeck , Germany, September 2011. IEEE. ISBN
978-1-4577-1242-5. doi: 10.1109/TIME.2011.10. URL https://doi.org/10.1109/TIME.2011.
10

CCSL is intended to be used at various modeling levels following a refinement strategy. It should al-
low both coarse, possibly non-deterministic, infinite, unbounded specifications at the system level but
also more precise specifications from which code generation, schedulability and formal analysis are
possible.

In the domain of hardware electronic systems, which is one of the subdomains targeted by CCSL, for-
mal verification is an important step of the development. To allow simulation and formal verification
of such systems, the IEEE Property Specification Language (PSL [150]) provides a formal notation for
the specification of electronic system behavior, compatible with multiple electronic system design lan-
guages (VHDL, Verilog, SystemC, SystemVerilog).

A question arises: Is CCSL expressive enough to express properties usually modeled in PSL?

The main contribution of this section is the comparison of PSL and CCSL expressiveness. The first re-
sult is that neither of these languages subsume the other one. Consequently, we identified the CCSL
constructs that cannot be expressed in temporal logics and propose restrictions to these operators so
that they become tractable in temporal logics. Conversely, we also identified the class of PSL formulas
that can be encoded in CCSL. Using this information, we show that translations between large frag-
ments of CCSL and PSL can be defined. Because direct modular translation is more tedious, we use
an automaton-based approach. Though translation from PSL to automata is a well studied topic (see
e.g., [35]), similar transformation for CCSL specifications was a new and interesting result. However it
is not presented in this section and the reader must refer to [77] if curious.

The rest of this section is organized as follows. In Sect. 2.3.1 we introduce PSL and determine which
kind of properties cannot be expressed in each language. Then, we provide concluding remarks and
future work.

2.3.1. Property Specification Language

The IEEE standard PSL [150] has been designed to provide an interface to hardware formal verification.
Its temporal layer is a textual language to build temporal logic expressions. PSL assertions can then be
validated by model-checking or equivalence checking techniques. The underlying linear-time logic in
PSL extends LTL with regular expressions and sugaring constructs. However PSL remains as expressive
as ω-regular languages. As it would be tedious to consider the sugaring operators of PSL in formal
reasoning, we use the minimal core language defined in [35].

Let VAR be a set of propositions (Boolean variables) that aims at representing signals of the system. PSL
atomic formulas are called Sequential Extended Regular Expressions (SERE). SEREs are basically regular
expressions built over the Boolean algebra:

b ::= x | x | b ∧b | b ∨b

where x ∈ VAR is a Boolean variable. We also consider the standard implication and equivalence oper-
ators ⇒ and ⇔ that can be defined from the grammar above5. The set of SEREs is defined by:

r ::= b | r · r | r ∪ r | r∗

where b is a Boolean formula. The operators have their usual meaning: r1·r2 is the concatenation, r1∪r2

the union and r∗ is the Kleene star operator. From these regular expressions, PSL linear properties6 are
defined by:

φ ::= r |φ∧φ | ¬φ |Xφ |φUφ | r �φ.

5x ⇒ y is equivalent to x ∨ y and x ⇔ y to (x ⇒ y)∧ (y ⇒ x).
6The PSL standard also defines a branching time part that we do not consider here.

https://doi.org/10.1109/TIME.2011.10
https://doi.org/10.1109/TIME.2011.10
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where r is a SERE. The operators X (next) and U (until) are the classical temporal logic operators. We
also use the classical abbreviations Fφ≡>Uφ (eventually) and Gφ≡¬F¬φ (always). The formula r �
φ is a “suffix conjunction” operator meaning that there must exist a finite prefix satisfying r and that
φ must be satisfied at the position corresponding to the end of this prefix (with a one-letter overlap
between the prefix and the suffix).

The semantics of PSL is defined in such a way that properties can be interpreted over infinite words as
well as finite or truncated words. This is important for applications like simulation or bounded model-
checking. Similarly to CCSL, the models of PSL are finite or infinite sequences over elements of 2VAR

that represent the set of variables that holds at each position.

For every X ∈ 2VAR and p ∈ VAR, we note X |=b p iff p ∈ X and X |=b p iff p 6∈ X . The remaining of the
Boolean satisfaction relation |=b is standard. SEREs refer to a finite (possibly empty) prefix of the model.
So σ is supposed to be finite in a SERE satisfaction relation (which is not the case in a PSL satisfaction
relation). The SERE satisfaction is defined by induction as follows:

• σ |=re b iff |σ| = 1 and σ(0) |=b b,

• σ |=re r1 · r2 iff there are σ1,σ2 s.t. σ=σ1σ2 and σ1 |=re r1 and σ2 |=re r2.

• σ |=re r1 ∪ r2 iff σ |=re r1 and σ |=re r2.

• σ |=re r∗ iff either σ= ε or there exist σ1 6= ε and σ2 s.t. σ=σ1σ2, σ1 |=re r and σ2 |=re r∗.

Finally, the satisfaction of PSL properties is defined by:

• σ |=psl ¬φ iff σ 6|=psl φ,

• σ |=psl φ1 ∧φ2 iff σ |=psl φ1 and σ |=psl φ2,

• σ |=psl Xφ iff |σ| > 1 and σ1 |=psl φ,

• σ |=psl φ1Uφ2 iff there is 0 ≤ i < |σ| s.t. σi |=psl φ2 and for every 0 ≤ j < i we have σ j |=psl φ1,

• σ |=psl r �φ iff there is a finite prefixσ1α ofσ (α ∈ 2VAR is a single letter) s.t. σ=σ1ασ2, σ1α |=re r
and ασ2 |=psl φ,

• σ |=psl r iff for every finite prefix σ1 of σ there is a finite word σ2 s.t. σ1σ2 |=re r �>.

2.3.2. Comparing PSL and CCSL

The CCSL semantics we consider in this section is restricted. In the general definition, models of CCSL
specifications do not need to be totally ordered. However, under this restriction CCSL and PSL share
common models. So we can compare the classes of properties they can express.

Let S be a CCSL specification over a set of variables VS ⊆ VAR andφ a PSL formula over a set of variables
Vφ ⊆ VAR. We will say that S is encoded by (or simulated by) φ s.t. VS ⊆ Vφ iff every model of φ is also
a model of S and every model of S can be extended on Vφ to a model of φ. The converse simulation
relation is a bit different. CCSL models have the properties that one can add an unbounded amount of
empty states between two relevant states and left the satisfaction unchanged. This can easily be proved
by induction on the structure of a CCSL specification.

Lemma 1 Let S be a CCSL specification. For every model σ satisfying S and every 0 ≤ i ≤ |σ| the modelσ′
defined by

σ′( j ) =σ( j ) for every j < i
σ′(i ) =;
σ′( j ) =σ( j −1) for every i < j ≤ |σ|+1

also satisfies S.

This property is a consequence of the multiclock aspect of CCSL. It is not possible to completely link
the execution of a CCSL specification to a global clock. However, the states where no clocks occur are
irrelevant from the CCSL point of view as they do not make the system evolve. So it is not really a
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problem to discard them. Actually, this is what is done in the CCSL simulator called TimeSquare.We
will say that φ is simulated by S s.t. Vφ ⊆VS iff every model of S with no irrelevant states is also a model
of φ and every model of φ can be extended to a model of S.

Some CCSL relations or expressions implicitly introduce unbounded counters. For instance, one has
to store the number of occurrences of the clocks c1 and c2 (or the difference between them) to encode
the precedence relation c1 ≺ c2. The corresponding language is made of all the words such that every
finite prefix contains more occurrences of c1 than c2. Such a language is neither regular nor ω-regular
and cannot be encoded in PSL. The same remark holds for the expressions c1 ∧ c2 and c1 ∨ c2. On
the other hand, CCSL relations and expressions only state safety constraints. As a specification is a
conjunction of such constraints the result is always a safety property. CCSL cannot express liveness like
the reachability property Fp. For finite executions, there is also no way to express that the model must
have a next position which can be stated by X> in PSL. To summarize, the preliminary comparison of
expressiveness of CCSL and PSL gives the following results:

(I) There are PSL formulas that cannot be encoded in CCSL.

(II) There are CCSL specifications that cannot be encoded in PSL.

It is now clear that PSL and CCSL are not comparable in their whole definition. We have shown in [77]
that restricting the properties of each language according to the observations above is enough to obtain
large fragments that can express the same set of properties. To prove that, we defined an automatic way
to encode a property in each of these fragments into the other. Our method was based on intermediate
translation into automata.

2.3.3. Sum-up about CCSL and PSL

In this section, we over-viewed how we compared the formal languages CCSL and PSL. Both languages
can be used to specify behavioral properties in the domain of hardware electronic systems but at dif-
ferent design levels. These results contribute to clarify their role when addressing this domain by com-
paring the type of properties that each language can express.

We have first identified the CCSL constructs that cannot be expressed in PSL and the class of PSL for-
mulas that cannot be stated in CCSL. Considering the results of these observations, we have defined
fragments of CCSL and PSL that can be encoded into each other. A sufficient condition to translate
CCSL specifications into PSL is to bound the integer counters used to count the number of occurrences
of clocks. More precisely, the relative advance of the clocks put in relation by these CCSL constructs
must be bounded. Conversely, CCSL cannot express the class of liveness properties but can express
every PSL safety property.

Note that CCSL cannot express liveness because it has not been designed for this purpose. However, it
could be interesting to capture all the expressive power of PSL in a higher-level description language. A
first step to fill the gap could be to identify what kind of temporal logic can also take care of multi-clock
and synchronous aspects.



2.4. TimeSquare: the CCSL tool 21

2.4. TimeSquare: the CCSL tool

This section is an up to date excerpt of the following papers:

Julien DeAntoni and Frédéric Mallet. Timesquare: Treat your models with logical time. In Carlo A.
Furia and Sebastian Nanz, editors, Objects, Models, Components, Patterns - 50th International
Conference, TOOLS 2012, Prague, Czech Republic, May 29-31, 2012. Proceedings, volume 7304 of
Lecture Notes in Computer Science, pages 34–41. Springer, 2012. ISBN 978-3-642-30560-3. doi:
10.1007/978-3-642-30561-0_4. URL https://doi.org/10.1007/978-3-642-30561-0_4

Kelly Garcés, Julien Deantoni, and Frédéric Mallet. A Model-Based Approach for Reconciliation
of Polychronous Execution Traces. In SEAA 2011 - 37th EUROMICRO Conference on Software
Engineering and Advanced Applications, Oulu, Finland, August 2011. IEEE. URL https://hal.
inria.fr/inria-00597981

Julien Deantoni, Frédéric Mallet, Frédéric Thomas, Gonzague Reydet, Jean-Philippe Babau,
Chokri Mraidha, Ludovic Gauthier, Laurent Rioux, and Nicolas Sordon. RT-simex: retro-analysis
of execution traces. In Kevin J. Sullivan Gruia-Catalin Roman, editor, SIGSOFT FSE, volume ISBN
978-1-60558-791-2, pages 377–378, Santa Fe, États-Unis, 2010. doi: 10.1145/1882291.1882357

Julien Deantoni, Frédéric Mallet, Charles André, and Frédéric Thomas. Logical time @ work:
the RT-Simex project. In Sophia Antipolis Formal Approach, Sophia, France, April 2011. URL
https://hal.inria.fr/inria-00587151

In this section, we overview the main functionality of TimeSquare. TimeSquare is developed for 10
years in collaboration with temporary engineers like Nicolas Chleq or Benoit Ferrero as well as with
many students. I’m the main maintainer of TimeSquare and I supervised most of the students who
worked on it. TimeSquare is based on eclipse and integrated in a model driven approach (EMF) so that,
by using models, it allows the specification of model behavior with formal annotation. CCSL concrete
syntax is based on Xtext7 so that the user directly constructs an EMF model while typing. This model
can be parsed easily to provide useful information like the clock tree graph that represents the poly-
chronous specification in a graphical way [173]. Keeping the specification as a model enables a better
integration with a model driven approach because the model, the formal language and the solver are
in the same technological space. The main benefits is the ability to link specification as well as results
directly to the models. The feedback to the user is then greatly improved compared with transforma-
tional techniques, which translate a model to an existing formal language. The output of TimeSquare
is also an EMF model that defines a specific partial order of events, which represents the trace of the
simulation. It is important to notice that a single simulation provides a partial order and consequently
captures several possible executions (total orders). It is possible to subscribe to specific events during
the construction of this trace by using the extension point mechanism provided by eclipse. By using
such an approach it is possible to write user- or domain-specific back-ends.

The architecture of TimeSquare is shown in Figure 2.5. Straight arrows indicate the model flows, whereas
dashed arrows represent the links between two models. The trace model is directly linked to CCSL
model elements, which in turns are linked to other (EMF) model elements.

The section organization follows this architecture. Subsection 2.4.1 describes the CCSL concrete syntax
tooling, Subsection 2.4.2 explains how the solver produces the trace model according to possibly user-
defined simulation policies. Subsection 2.4.3 details the back-end mechanism and overviews some of
the major existing back-ends. Finally, subsection 2.4.4 overviews how we aligned execution traces with
simulation traces.

7http://www.eclipse.org/Xtext/

https://doi.org/10.1007/978-3-642-30561-0_4
https://hal.inria.fr/inria-00597981
https://hal.inria.fr/inria-00597981
https://hal.inria.fr/inria-00587151
http://www.eclipse.org/Xtext/
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Figure 2.5: Big Picture of the TimeSquare Architecture (taken from [51])

2.4.1. CCSL Implementation

The clock constraint specification language (CCSL) complements structural models by defining for-
mally a set of kernel clock constraints, which apply infinitely many instant relations. The operational
semantics of CCSL constraints was initially defined in a technical report [6] and completed recently
in [57]. Some recurrent constraints from a specific domain can be complex. To ease the application
of such complex constraints, libraries of user-defined constraints can be built by composing exist-
ing constraints. This language and the library mechanism is defined in a metamodel accessible here:
http://timesquare.inria.fr/resources/metamodel. This metamodel can be instantiated from
two different classes depending on whether the user wants to create a CCSL specification or a library.
Because using the ecore reflective editor provided by EMF is not suitable for any user, we created a
textual concrete syntax using XText. XText allows us to easily parse the text file in order to create the
corresponding EMF model and also to make link to external existing models. Direct links between
the CCSL specification and the (structural) EMF model are important to help the user in the specifi-
cation of constraints and the creation of a coherent specification (completion, detection of errors on
the fly, tips, etc). Two kinds of model can be imported in a CCSL specification: external libraries and
EMF-based models. If a library is imported, the Xtext editor will automatically propose, as a comple-
tion mechanism, the relations and the expressions from the library. It will also check the parameters
provided and propose some changes if a problem is detected. Such customization of the editor greatly
eases the users in their formal specification. In order to allow static analysis as, for instance the one
described in [173], TimeSquare provides a clock graph that depicts the synchronous/asynchronous re-
lations between clocks. A simple CCSL specification, the corresponding and synchronized EMF model
in the outline and the associated clock graph are represented on Figure 2.6.

If an EMF model is imported in a CCSL specification, all the elements from the model that own a
“name” property will be accessible and possibly constrained. Figure 2.7 shows a part of the previous
CCSL specification where an import from a UML model is done. It allows enriching the Clock decla-
ration with the structural element from the UML model (here subject to completion). The meaning of
the link can also be specified (send on the figure).

2.4.2. Simulation

The formal operational semantics of CCSL constraints makes CCSL specifications executable. A run
of a time system is an infinite sequence of steps (if no deadlocks are found by the solver). During a
step, a Boolean decision diagram represents the acceptable sets of clocks that can tick. If the CCSL
specification contains assertion(s), then the Boolean decision diagram also represents the state of the
assertion (violated or not). Assertions never change the set of clocks that can tick. It has been used
in the RT-Simex project in order to check if a specific execution trace is correct with regard to a CCSL

http://timesquare.inria.fr/resources/metamodel
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Figure 2.6: A simple CCSL specification and the associated clock graph (taken from [51])

Figure 2.7: Link between a model (UML here) and a CCSL specification, helped by completion (taken from [51])

specification [54]. If the CCSL specification is deterministic, there exists a single set; if not, a simulation
policy is used to choose amongst the possible solutions. TimeSquare offers a set of simulation policies
(Random, As soon as possible, etc). It is possible for a user to add a new simulation policy by using
a specific TimeSquare extension point. The choice of the simulation policy, the number of steps to
compute as well as the choices about debugging information are integrated in the existing eclipse con-
figuration mechanism so that a run or a debug (step by step) of a CCSL specification is accessible as in
other languages like java by right clicking on the file and run as... Figure 2.8 shows the configuration
box of a CCSL specification. The reader can notice some back-ends on the bottom of the screenshot.
These back-ends are overviewed in the next section.

2.4.3. Back-ends

TimeSquare can be used in various model-driven approaches. Depending on the domain, users are
interested in different feedback or analysis of the results. To allow an easy integration of TimeSquare
in various domains, we implemented a back-end manager, which enables the easy addition of user-
defined back-ends. The back-end manager receives the status of the clock (it ticks or not) at each sim-
ulation step. It also receives the status of relations (causalities and coincidences) as well as the status of
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Figure 2.8: The configuration box of a CCSL specification (taken from [51])

Figure 2.9: The extended VCD diagram back-end

the assertions (violated or not). By using a specific extension point, a developer can create a back-end
that subscribes to some of these events. The registered back-ends are then noticed when the events
they subscribed to occur during the simulation step. It has been used in very different ways but we
present in this paper only the three main ones: the VCD diagram creator, the papyrus animator and the
code executor.

2.4.3.1. VCD diagram creator:

VCD is an existing standard mainly used in the electronic design domain. It is very close to the UML
timing diagram and represents the evolution of events (Clocks) vs. time evolution, represented hori-
zontally. It classically represents a total order of events. Because TimeSquare provides a trace which is
only partially ordered, the classical VCD features have been extended in order to graphically represent
such partial order. On Figure 2.9, a simple VCD is represented. It results from the simulation of the
CCSL specification represented on Figure 2.6 where the c0 clock is hidden to simplify the reading. We
can notice the optional presence of two kinds of link between the ticks of the clocks: blue arrows, which
represents causalities (loosely synchronizations) and red links, which represents coincidences (strong
synchronizations). The result is that the partial order is valid as long as the red links are not broken and
the blue arrows never go back in time.

2.4.3.2. Papyrus diagram animator:

When a CCSL specification is linked to a UML model, the model is often represented graphically in a
UML tool. Papyrus (http://www.eclipse.com/Papyrus) is an open source UML tool integrated with

http://www.eclipse.com/Papyrus
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eclipse EMF and GMF. The papyrus animator provides a graphical animation of the UML diagrams
during the simulation. The kind of graphical animation depends on the “meaning” of the event linked
to the UML model (send, reveive, start, etc). This animation provides a very convenient feedback to
the user who wants to understand what happens in the model according to the constraints he wrote.
Additionally to graphical animation, the Papyrus animator adds comments to the UML model elements
that represent their activation trace, keeping this way a trace of the simulation directly in the UML
model. The Papyrus animator is shown conjointly (and synchronized with) the VCD diagram on Figure
2.10.

Figure 2.10: The animation of a UML model and the associated timing diagram in TimeSquare (taken from [51])

2.4.3.3. Code executor:

When a software is prototyped, it can be convenient to run some piece of code in order to provide ap-
plication specific feedback. For instance we developed a simple digital filter by using UML composite
structure in Papyrus and we added constraints on it representing its synchronizations (so that the dia-
gram can be animated conjointly with the VCD diagram). To test our algorithm and ease the debugging
of the synchronization in the model, we used the JAVA code executor. It allows the declaration of objects
and the launch of specific methods of these objects when a desired event occurs (tick of a clock, etc).
It can be used, as in the digital filter, to represent the data manipulation of the filter and to graphically
represent the internal state of the memory. It can also be used to pop-up information windows when
an assertion is violated, etc.

2.4.4. Analysis of existing traces

In the context of the ANR project RT-Simex, in collaboration with the Obeo company8, we provided a
CCSL library to specify real time constraints on UML models. The CCSL file was created automatically
from the Obeo graphical environment (Sirius9). Then, some code was generated in order to observe
the selected events (model elements associated with clocks). The code is then executed directly on the
target platform and an OTF (Open Trace Format [108]) trace is produced. An OTF trace is a fully ordered
trace. Therefore, it can be transformed into a synchronous CCSL model. The clock calculus engine of
TimeSquare is used to verify that the generated trace is a refinement of the initial CCSL specification.
If it does not conform to the specification, the violation is reported along with debug information (like
the violated constraint, the step when it happened, the state of other constraints. . . ). The two CCSL
models involved do not have the same role. The one extracted from the trace is the actual behavior, the
other one is not used to enforce a behavior (as usual CCSL specifications do) but only to verify that the
two models are consistent with each other. CCSL constraints are, in that situation, used as assertions.

8http://obeo.fr
9http://eclipse.org/sirius

http://obeo.fr
http://eclipse.org/sirius
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2.4.5. Trace Reconciliation

When several programs execute concurrently on different platforms, each of them produce a trace. If
the platform are completely unsynchronized, it is not possible to reconcile the traces together. How-
ever, the different parts usually interact with each other. The communications between the two parts
are identified on the initial model and can be used as a loose synchronization information. For in-
stance, a message is always sent before being received. This synchronization information can be ex-
pressed as a CCSL specification. Combining this specification with the CCSL models extracted from
the traces produces a partial order that is analyzed once again with TimeSquare.

2.4.6. Sum-up about TimeSquare

In this section, we briefly presented TimeSquare. It is a model-based tool well integrated in the Model
Driven Development process. Its goal is to ease the use of the formal declarative language CCSL. Ad-
ditionally, we wanted to develop it by using model driven technology; on the one hand it helped in the
development of our tool and on the other hand it put the tool in the same technological space than
the model under development. The main benefit is the pretty feedback offered to the users during
the simulation. A video demonstration is available from the TimeSquare website (in French): http:
//timesquare.inria.fr/. Finally, while not presented here, it also supports exhaustive simulation,
Java code generation, Sirius graphical animation, a form of runtime analysis through the generation of
VHDL or Esterel observers or the integration with the MARTE profile in Papyrus10.

We are currently investigating various development directions including (but not limited to): genera-
tion of code without relying on Binary Decision Diagrams to enable the embedded of code in platform
with small memory footprint; the analysis of potential deadlock (i.e., specification for which some so-
lutions are correct and some others lead to a deadlock) based on the recognition of bad smell patterns
on the clock graph; the improvement of the library mechanism to support the definition of constraints
with arbitrary numbers of parameters; the addition of the notion of mode allowing to switch between
different sets of constraints according to some condition.

10see this draft video to have an idea:https://youtu.be/ZshCHlWs0Xc

http://timesquare.inria.fr/
http://timesquare.inria.fr/
https://youtu.be/ZshCHlWs0Xc


2.5. Using CCSL in different domains 27

2.5. Using CCSL in different domains

This section is an up to date excerpt of the following papers:

Frédéric Mallet, Julien DeAntoni, Charles André, and Robert de Simone. The clock constraint
specification language for building timed causality models - application to synchronous data
flow graphs. ISSE, 6(1-2):99–106, 2010. doi: 10.1007/s11334-009-0109-0. URL https://doi.
org/10.1007/s11334-009-0109-0

Frédéric Mallet, Charles André, and Julien DeAntoni. Executing AADL models with UML/MARTE.
In 14th IEEE International Conference on Engineering of Complex Computer Systems, ICECCS
2009, Potsdam, Germany, 2-4 June 2009, pages 371–376. IEEE Computer Society, 2009. ISBN 978-
0-7695-3702-3. doi: 10.1109/ICECCS.2009.10. URL https://doi.org/10.1109/ICECCS.2009.
10

Calin Glitia, Julien DeAntoni, Frédéric Mallet, Jean-Vivien Millo, Pierre Boulet, and Abdoulaye
Gamatié. Progressive and explicit refinement of scheduling for multidimensional data-flow ap-
plications using UML MARTE. Design Autom. for Emb. Sys., 19(1-2):1–33, 2015. doi: 10.1007/
s10617-014-9140-y. URL https://doi.org/10.1007/s10617-014-9140-y

2.5.1. Behavior model for SDF

This first example considers a purely logical case and builds a CCSL library for defining Synchronous
Data Flow (SDF) [118] graphs. Subsection 2.5.1.1 recalls basics on Synchronous Data Flow (SDF) (syn-
tax and execution rules). Section 2.5.1.2 proposes a modular CCSL specification to specify the domain
specific CCSL constraints appropriated for the specification of SDF behavior models. Finally, an ex-
ample SDF graph is built using our library. The semantics is given with CCSL and the syntax is built by
a UML model with Papyrus. We apply the very same semantic model to two different UML diagrams.
The first target is a UML activity, a popular notation to represent data flows. The second target is a
UML state machine, whose concrete syntax is close to the usual representation of SDF graphs.

2.5.1.1. Synchronous Data Flow

Data Flow graphs are directed graphs where each node represents a function or a computation and
each arc represents a data path. SDF is a special case of data flow in which the number of data sam-
ples produced and consumed by each node is specified a priori. This simple formalism is well suited
for expressing multi-rate DSP algorithms that deal with continuous streams of data. This is a restric-
tion of Kahn process networks [97] to allow static scheduling and ease the parallelization. SDF graphs
are essentially equivalent to Computation graphs [98] which have been proven to be a special case of
conflict-free Petri nets [148].

In SDF graphs, nodes (called actors) represent operations. Arcs carry tokens, which represent data
values (of any data type) stored in a first-in first-out queue. Actors have inputs and outputs. Each input
(resp. output) has a weight that represents the number of tokens consumed (resp. produced) when the
actor executes. SDF graphs obey the following rules:

• An actor is enabled for execution when all inputs are enabled. An input is enabled when enough
tokens are available on the incoming arc. Enough tokens means equal to or greater than the input
weight. Actors with no inputs (Source actors) are always enabled. Enabling and execution do not
depend on the token values, i.e., the control is data-independent.

• When an actor executes, it always produces and consumes the same fixed amount of tokens, in
an atomic way. It produces on each output exactly the number of tokens specified by the output

https://doi.org/10.1007/s11334-009-0109-0
https://doi.org/10.1007/s11334-009-0109-0
https://doi.org/10.1109/ICECCS.2009.10
https://doi.org/10.1109/ICECCS.2009.10
https://doi.org/10.1007/s10617-014-9140-y
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weight; these tokens are written into the queue of the outgoing arc. It consumes on each input
exactly the number of tokens specified by the input weight, these tokens are read (and removed)
from the queue of the incoming arc.

• Delay is a property of an arc. A delay of n samples means that n tokens are initially in the queue
of the arc.

2.5.1.2. A CCSL library for SDF

With SDF graphs it is possible to construct locally a set of CCSL constraints for each model element.
This section describes the library of CCSL relations built for this purpose.

The first stage is to identify which CCSL clocks must be defined to create a time structure conforming to
the SDF semantics. For each actor A, one CCSL clock A is created. The instants of this clock represent
the atomic execution instants of the operation related to the actor. For each arc T , two CCSL clocks
wr i te and r ead are created. Clock wr i te ticks whenever a token is written into the arc queue. Clock
r ead ticks whenever a token is read (and removed) from the queue. Note that, the actual number of
available tokens is not directly represented and must be computed, if required, from the difference in
the number of read and write operations. No specific clocks are created for inputs and outputs.

The second stage is to apply the right CCSL clock constraints so that the result of the clock calculus can
be interpreted to apprehend the behavioral semantics of the SDF graph.

Actors do not require any specific constraint.

Tokens are written into and read from the arc queues. A token cannot be read before having been
written, hence, for a given arc, the i th tick of wr i te must strictly precede the i th tick of r ead . The
kernel CCSL relation strict precedence models such a constraint: wr i te ≺ r ead . When del ay > 0,

del ay tokens are initially available in the queue, which means that the i th read operation gets the
data written at the (i −del ay)th write operation, for i > del ay . The del ay previous read operations
actually get tokens initially available and that do not match an actual write operation. CCSL operator
delayedFor can represent such a delay (Eq. 2.7). To represent SDF arcs, we propose to create in a library,
a new relation definition, called token. Such a relation has three parameters: two clocks (wr i te and
r ead) and an integer (del ay). The token relation applies the adequate constraint (Eq. 2.7). Note that,
when del ay = 0, Eq. 2.7 reduces to wr i te ≺ r ead .

def token(clock wr i te, clock r ead , int del ay),

wr i te ≺ (r ead delayedFor del ay) (2.7)

Inputs require a packet-based precedence (keyword by in Eq. 2.8). A relation definition, called i nput ,
has three parameters. The clock actor represents the actor with which the input is associated. The
clock r ead represents the reading of tokens on the incoming arc. The strictly positive integer wei g ht
represents the input weight.

def i nput (clock actor, clock r ead , int wei g ht ),

(r ead by wei g ht ) ≺ actor (2.8)

Here again, the packet-based precedence can be built with the filtering operator (Eq. 2.9). When wei g ht =
1, it reduces to r ead ≺ actor . (

r ead ∇
(
0wei g ht−1.1

)ω)
≺ actor (2.9)
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a. Activity in Papyrus b. SDF graph c. State machine in Papyrus
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Figure 2.11: An example of SDF graph

Outputs are represented by the relation definition out put , which has three parameters. The clock
actor represents the actor with which the output is associated. The clock wr i te represents the writing
of tokens to the outgoing arc. The strictly positive integer wei g ht represents the output weight. CCSL
operator filteredBy is used (Eq. 2.10). When wei g ht = 1, Eq. 2.10 simplifies into actor = wr i te.

def out put (clock actor, clock wr i te, int wei g ht ),

actor =
(
wr i te ∇

(
1.0wei g ht−1

)ω)
(2.10)

Arcs can globally be seen as a conjunction of one output, one token and one input. The library rela-
tion definition ar c (Eq. 2.11) defines a complete set of constraints for an arc with a delay del ay , from
an actor sour ce, with an output weight out to another actor t ar g et , with an input weight i n. In that
case, CCSL clocks wr i te and r ead are local clocks.

def ar c(int del ay, clock sour ce, int out , clock t ar g et , int i n),

clock r ead , wr i te

out put (sour ce, wr i te,out ) (2.11)

| token(wr i te,r ead ,del ay)

| i nput (t ar g et ,r ead , i n)

2.5.1.3. Applying the SDF semantics

The previous subsection defines, for each SDF model element, the CCSL clocks that must be created
and the clock constraints to apply. This section illustrates the use of our CCSL library for SDF. Our
purpose is to explicitly add to an existing model the SDF semantics. In this example, we use UML
activities (Fig. 2.11.a) and state machines (Fig. 2.11.c) to build with the Papyrus editor a simple SDF
graph (Fig. 2.11.b). Our intent is NOT to extend the semantics of UML activities and state machines
but rather to use Papyrus as a mere graphical editor to build graphs, i.e., nodes connected by arcs. Our
proposal is to attach CCSL clocks to some UML elements represented by the modeling editor. Papyrus
gives the concrete graphical syntax and the clock constraints give explicitly the expected execution
rules.

By instantiating elements of our CCSL library for SDF, these two models can be given the execution
semantics as classically understood for SDF graphs. The idea is to add the semantics within the model
explicitly without being implicitly bound to some external description. In our case, the semantics is
given by the CCSL specification and by explicit associations between CCSL clocks and model elements.
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When using the syntax of activities, CCSL clocks that represent actors are associated with actions and
CCSL clocks that represent readings from (resp. writings to) the arc queues are associated with input
(resp. output) pins. All other CCSL clocks are left unbound and are just used as local clocks with no
direct interpretation on the model. When using the syntax of state machines, only CCSL clocks that
represent actors are bound to the states and other clocks are left unbound.

Eq. 2.12 uses our library to give to the models on parts a and c the same semantics as understood when
considering the SDF graph in the middle part (b). Clocks are named after the model elements with
which they are associated, i.e., the clock for actor A is named A. However, this rule is for clarity only
and the actual association is done explicitly in the CCSL model.

S , ar c(0, A,1,B ,2) | ar c(0,B ,2,C ,1) | ar c(2,C ,1,B ,2) (2.12)

a CCSL specification encodes, in intention, all the schedules acceptable for the model. Fig. 2.12 shows
one possible execution of this specification produced by TimeSquare. Intermediate clocks are hidden
and only actors are displayed. The relative execution of the actors is what matters when considering
SDF graphs.

Figure 2.12: A simulation output with TimeSquare.

2.5.1.4. Adding constraints to the SDF Behavior Model

It is of course possible to extend the behavior model with other constraints. For instance the behavior
model realized so far for the SDF model in Figure 2.11 represents an infinity of acceptable schedules
since actor A is a source and can consequently be executed infinitely many times without any execution
of other actors. What is possible is to bound the number of token that can be put in an arc. In this case
we can create a new constraint boundedArc defined in equation 2.13. It is similar to the arc constraint
excepted that we add a constraint to specify that the relative advance of write on read is bounded

def bounded Ar c(int del ay, clock sour ce, int out , clock t ar g et , int i n, intmaxToken),

clock r ead , wr i te

out put (sour ce, wr i te,out )

| token(wr i te,r ead ,del ay)

| i nput (t ar g et ,r ead , i n)

| r ead ≺ wr i te delayedFor maxToken (2.13)

By using the boundedArc constraint for source actors, we bound the set of acceptable schedules and
make possible to generate the scheduling space representing all acceptable schedules in extensions.
Figure 2.13.a and 2.13.b represent two different state spaces when the model is equipped with a bound-
edArc constraint for arc tab . On figure 2.13.a the bound is set to 2 and on Figure 2.13.b it is set to 3. While
these pictures are not intended to be read, we can see that the scheduling space grows with the storage
capacity of the Arc. In these scheduling space, each edge is a set of clocks that tick simultaneously.
Every cyclic path is an then infinite schedule of the model. If a state has no outgoing edge, then it rep-
resents a path to a deadlock of the system. Such deadlocks are detected during the construction of the
scheduling space.

There are many other ways to extends the model behavior, for instance by adding a notion of time or
by considering the non atomic execution of Actors.
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a. arc tab bounded to 2 b. arc tab bounded to 3
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Figure 2.13: Examples of bounded state spaces

2.5.2. Behavior model of AADL

In this second example, we consider AADL and use UML MARTE profile to specify its structure (i.e.,
software components, execution platform components, express the binding relationships) and CCSL
to specify its rich behavior. Our intent is to allow a UML MARTE representation of AADL models and to
make it explicitly equipped with the AADL semantics.

2.5.2.1. AADL

Modeling elements AADL supports the modeling of application software components (thread, sub-
program, and process), execution platform components (bus, memory, processor, and device) and the
binding of software onto execution platform. Each model element (software or execution platform)
must be defined by a type and comes with at least one implementation.

The latest AADL specification acknowledge that MARTE should be used to provide a UML-based front-
end to AADL models and the MARTE specification provides a full annex on the matter [69]. However,
even though the annex gives full details on syntactic equivalences between MARTE stereotypes and
AADL concepts, it does not say much about the semantic equivalence. Once again we believe that aug-
menting the model structure with a model of its behavior is of prime importance for correct model
manipulation.

AADL application software components Threads are executed within the context of a process, there-
fore the process implementations must specify the number of threads they execute and their intercon-
nections. Type and implementation declarations also provide a set of properties that characterizes
model elements. For threads, AADL standard properties include the dispatch protocol (periodic, aperi-
odic, sporadic, background), the period (if the dispatch protocol is periodic or sporadic), the deadline,
the minimum and maximum execution times, along with many others.

We have created a UML library to model AADL application software components [120]. AADL threads
are modeled using the stereotype SwSchedulableResource from the MARTE Software Resource Model-
ing sub-profile. Its meta-attributes deadlineElements and periodElements explicitly identify the actual
properties used to represent the deadline and the period.

AADL flows AADL end-to-end flows explicitly identify a data-stream from sensors to the external en-
vironment (actuators). Fig. 2.14 shows an example previously used [70] to discuss flow latency analysis
with AADL models.
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This flow starts from a sensor (Ds, an aperiodic device instance) and sinks in an actuator (Da, also ape-
riodic) through two process instances. The first process executes the first two threads while the last
thread is executed by the second process. The two devices are part of the execution platform and com-
municate via a bus (db1) with two processors (cpu1 and cpu2), which host the three threads with several
possible bindings. All processes are executed by either the same processor, or any other combination.
One possible binding is illustrated by the dashed arrows. The component declarations and implemen-
tations are not shown.

T1 T2 T3

Ds Da

CPU1 CPU2

Bus

« binding » « binding »

step1 step2 step3

acquire release

Figure 2.14: The example in AADL (taken from [125])

AADL ports There are three kinds of ports: data, event and event-data. Data ports are for data trans-
missions without queueing. Connections between data ports are either immediate or delayed. Event
ports are for queued communications. The queue size may induce transfer delays that must be taken
into account when performing latency analysis. Event data ports are for message transmission with
queueing. Here again the queue size may induce transfer delays. In our example, all components have
data ports represented as a filled triangle. We have omitted the ports of the processes since they are
required to be of the same type than the connected port declared within the thread declaration and are
therefore redundant.

UML components are linked together through ports and connectors. No queues are specifically as-
sociated with connectors. The queueing policy is better represented on a UML activity diagram that
models the algorithm. A UML activity is the specification of parameterized behavior as the coordinated
sequencing of actions. The sequencing is determined by token flows. A token contains an object, da-
tum, or locus of control. A token is stored in an activity node and can move to another node through an
edge. Nodes and edges have flow rules that define their semantics. In UML, an object node (a special
activity node) can contain 0 or many tokens. The number of tokens in a object node can be bounded by
setting its property upperBound. The order in which the tokens present in the object node are offered to
its outgoing edges can be imposed (property ordering). FIFO (First-In First-Out) is a predefined order-
ing value. So, object nodes can be used to represent both event and event-data AADL communication
links. The token flow represents the communication itself. The standard rule is that only a single token
can be chosen at a time. This is fully compatible with the AADL dequeue protocol OneItem. The UML
representation of the AADL dequeue protocol AllItems is also possible. This needs the advanced activity
concept of edge weight, which allows any number of tokens to pass along the edge, in groups at one
time. The weight attribute specifies the minimum number of tokens that must traverse the edge at the
same time. Setting this attribute to the unlimited weight (denoted ‘*’) means that all the tokens at the
source are offered to the target.

To model data ports, UML provides «datastore» object nodes. In these nodes, tokens are never con-
sumed thus allowing multiple readings of the same token. Using a data store node with an upper bound
equal to one is a good way to represent AADL data port communications.

2.5.2.2. Describing AADL models with MARTE

AADL flows with MARTE We choose to represent the AADL flows using a UML activity diagram. Fig. 2.15
gives the activity diagram equivalent to the AADL example described in Fig. 2.14. The diagram was built
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with Papyrus (https://www.eclipse.org/papyrus/), an open-source UML graphical editor.

«timedProcessing»

End-to-end flow

«timedPr...

Acquire
«timedPr...

Release
«time...

step1

«centralBuffer»
ds

out

in

«time...

step2

«centralBuffer»
d1

in

out

«time...

step3

«centralBuffer»
d2

in

out da

«centralBuffer»
d3

«TimedProcessing»
     on = [t3]

 «TimedProcessing»
     on = [ds, t1, t2, t3, da]

Figure 2.15: End to end flow with UML and MARTE (taken from [125])

As discussed previously, object nodes are used to represent the queues between two tasks. To ease the
understanding of the encoding in CCSL, we consider in the following that the tasks are atomics (i.e.,
we do not take into account neither the start and finish of a tasks nor its worst case execution time.
This is however done in [126]. This UML diagram is untimed and we use MARTE Time Profile to add
time information. This diagram is a priori polychronous since each AADL task is independent of the
other tasks. The first action to describe the time behavior of this model is to build five logical clocks
(d s, t1, t2, t3, d a). This is done in two steps. Firstly, a logical, discrete, clock type called AADLTask is
defined. Then, five instances of this clock type are built. Secondly, the five clocks must be associated
with the activity, which is done by applying the stereotype TimedProcessing. As shown in Fig. 2.15, this
stereotype is applied to the whole activity but also to the actions. In our case, each action is associated
with a different clock. In AADL, the same association is done when binding a subprogram to a task.

Five aperiodic tasks The five clocks are a priori independent. The required time behavior is defined
by applying clock constraints to these five clocks. The clock constraints to use differ depending on the
dispatch protocols of the tasks. Aperiodic tasks start their execution when the data is available on their
input port in. This is the case for devices, which are aperiodic. The alternation relation ( ∼ ) can be used
to model asynchronous communications. For instance, action Release starts when the data from Step3
is available in d3. t3 is the clock associated with Step3 and d a is the clock associated with Release. The
asynchronous communication is represented as follows: t3 ∼ d a. Fig. 2.16 represents the execution
proposed by TimeSquare with only aperiodic tasks with the following constraints: d s ∼ t1, t1 ∼ t2,
t2 ∼ t3, t3 ∼ d a. The optional dashed arrows represent instant precedence relations induced by the
applied clock constraints.

Figure 2.16: Five aperiodic tasks (taken from [125])

Note that this is only an abstraction of the behavior where the task durations are neglected. Addition-
ally, we did not enforce a run to completion execution of the whole activity. Therefore, the behavior is
pipelined and d s occurs a second time before the first occurrence of d a. This is because the operator

https://www.eclipse.org/papyrus/
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∼ is not transitive. An additional constraint (d s ∼ d a) would be required to ensure the atomic ex-
ecution of the whole activity. Finally, this run is one possible behavior and certainly not the only one.
Most of the time, and as in this case, clock constraints only impose a partial ordering on the instants of
the clocks. Applying a simulation policy reduces the set of possible solutions. The one applied here is
the random policy that relies on a pseudo-random number generator. Consequently, the result is not
deterministic, but the same simulation can be replayed by restoring the generator seed.

Mixing periodic and aperiodic tasks Logical clocks are infinite sets of instants but we do not assume
any periodicity, i.e., the distance between successive instants is not relevant. The clock constraint isPe-
riodicOn allows the creation of a periodic clock from another one. This is a more general notion of peri-
odicity than the general acceptation. A clock c1 is said to be periodic on another clock c2 with period P
if c1 ticks every P th ticks of c2. In CCSL, this is expressed as follows: c1 isPeriodicOn c2 period P offset δ.

To build a periodic clock with the usual meaning, the base clock must refer to the physical time, i.e.,
it must be a chronometric clock. Then, we can discretize idealClk for that purpose and build c100, a
100 Hz clock (Eq. 2.14).

c100 = i dealC l k discretizedBy 0.01 (2.14)

Figure 2.17 illustrates an execution of the same application when the threads t1 and t3 are periodic.
t1 and t3 are harmonic and t3 is twice as slow as t1. Coincidence instant relations imposed by the
specification are shown with vertical edges with a diamond on one end. Depending on the simulation
policy there may also be some opportunistic coincidences. Clock d s is not shown at all in this figure
since it is completely independent from other clocks.

Figure 2.17: Mixing periodic and aperiodic tasks (taken from [125])

Note that, the first execution of t3 is synchronous with the first execution of t1 even before the first
execution of t2. Hence, the task step3 has no data to consume. This is compatible with the UML
semantics only when using data stores. The data stores are non-depleting so if we assume an initializa-
tion step to put one data in each data store, the data store can be read several times without any other
writing. The execution is allowed, but the result may be difficult to anticipate and the same data will be
read several times. When the task t1 is slower than t3, i.e., when oversampling, some data may be lost.

Note that the complete CCSL specification for this configuration is available in another work [124].

To interpret the result of the simulation, the TimeSquare VCD viewer annotates the VCD with addi-
tional information derived from the CCSL specification. We have already discussed the instant rela-
tions (dashed arrows and vertical edges). Having a close look at clock d a, we can see that its first occur-
rence is opportunistically coincident with the first occurrence of t2. However, the second occurrences
of the two clocks are not coincident. Additionally, that specification is conflict-free but it may happen
that the firing of one clock disables others. These are classical problems occurring when modeling with
Petri nets and that appear with CCSL because we have defined precedence instant relations in addition
to coincidence relations.

Finally, we have to take into account the execution platform and the allocation. In this example the
tasks t1 and t2 are allocated to the same CPU so it is not possible to execute them simultaneously.
The associated constraint is defined in equation 2.15. However, this constraint is no necessary in this
specific case since t1 and t2 alternates. More elaborate execution platforms are considered in the next
section.
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t1 # t2 (2.15)

2.5.3. behavior model of Repetitive Structure Modeling (RSM) models and their ex-
ecution platform

Computation-intensive embedded systems require the parallel execution of data-intensive computa-
tions on several computation units. Process networks [97] and data-flow graphs [82, 115, 117] are ad-
equate to capture the data dependencies of such systems and to compute static schedules that opti-
mize specific criteria such as communication buffer size. Being able to compute static schedules also
reduces the scheduling overhead on target platforms, increases predictability, and allows precise per-
formance estimations. Such a schedule must satisfy both the data dependencies and the execution
constraints imposed by application functionality, execution platforms and the environment.

The execution ordering depends on constraints of different natures. In general, data dependency
constraints induce only a partial execution ordering on the way an application deterministically achieves
its associated functionality. In other words, whatever constraints are added to those already induced
by data dependencies, the application always computes the same function. As the execution ordering
constraints implied by the data dependencies must be respected to ensure that the application com-
putes the right function, we refer to the schedule computed from data dependency constraints as the
minimal execution ordering. All valid execution orderings are more constrained (i.e., with less paral-
lelism) than this one.

Indeed dataflow models usually assume an unlimited amount of resources. Taking into account the
finite amount of resources available in the execution platform imposes new constraints that reduce the
parallelism while still achieving the same function. The resulting execution ordering depends on the
number of resources (processors, memories) and on their interconnection topology. A multiprocessor
platform with a Network-on-Chip is likely to be more efficient for computation-intensive embedded
systems than a uniprocessor platform using a bus. These two platforms will induce different schedules
for a given application and hence lead to different execution orderings.

Beyond the data dependencies inherent to the application and execution platform, the environment
can also impact the application schedule. Typically, the availability, i.e., arrival ordering, of the inputs
of an application from the environment via some sensors influences the scheduling of application tasks
for an optimal execution. Similarly, an environment can impose some constraints on the outputs of an
application, e.g. some production rate constraints on computed data to be sent to an actuator.

Embedded system design concepts: MARTE profile. The UML profile for Modeling and Analysis of
Real-Time and Embedded systems, referred to as MARTE [140], has been recently adopted by the
OMG. It extends the Unified Modeling Language (UML) [139] with concepts required to model em-
bedded systems. The General Component Modeling (GCM) and Repetitive Structure Modeling (RSM)
packages offer a support to capture the application functionality. GCM defines all basic concepts such
as data flow ports, components and connectors. RSM provides concepts for expressing repetitive struc-
tures and regular interconnections. It is essential for the expression of parallelism, in both application
modeling and execution platform modeling; and for the allocation of applications onto execution plat-
forms. In the context of application modeling, ARRAY-OL [82] is the underlying Model of Computation
and Communication (MoCC) which expresses data dependencies independently of the scheduling.
In [82] the authors argue that ARRAY-OL is well suited to model multidimensional signal processing ap-
plications and compare this MoCC to others, mainly derivatives of Synchronous DataFlow (SDF) [115].
One of the interesting characteristics of ARRAY-OL is that it is more abstract than the derivatives of SDF.
Indeed, it expresses data dependencies without any implied scheduling, thus leaving the choice of the
schedule to later design stages. This could be viewed as a weak point of ARRAY-OL because an ARRAY-
OL model is not executable but it is actually very useful in our opinion because it leaves all the options
open to adapt the schedule to the environment and to the hardware architecture. Thus ARRAY-OL and
MARTE RSM allow to express the minimal execution ordering whereas it is not generally the case with
derivatives of SDF.

The Hardware Resource Modeling (HRM) package, which specializes the concepts of GCM into hard-
ware devices such as processor, memory or buses allows the modeling of the execution platforms in
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MARTE. The Allocation (Alloc) package allows the modeling of the space-time allocation of applica-
tion functionality on an execution platform. Both the HRM and Alloc packages can be used with the
RSM package to allow a compact modeling of repetitive hardware (e.g., grids of processing elements)
and data and computation distributions of a parallel application onto such a repetitive hardware.

The models described with the previous packages can be refined with temporal properties specified
within the Time package. Such properties are typically clock constraints denoting some activation rate
constraints about considered components. The concepts of the Time package are often used with the
Clock Constraint Specification Language (CCSL) [6], which was initially introduced as a non-normative
annex of MARTE.

Our contribution.

Data dependencies are explicitly captured by typical data-flow models. They are often constrained
via specific compiler choices to obtain a particular scheduling according to which their corresponding
generated code is executed. These scheduling choices, left to a compiler, may not necessarily be well-
adapted to scheduling requirements supported by any execution platform. As a result, this does not
enable a very flexible choice of execution platforms for a given data dependency specification beyond
compiler scheduling constraints. For a better exploitation of compilers in accordance with execution
platform constraints, we believe that scheduling constraints should be made explicit by refining given
data dependency specifications so that typical execution constraints coming from the environment
and platform can be explicitly captured. So the question we are addressing is how we can model all
possible schedules and allow designers to select the most appropriate one with respect to the platform
and environment induced constraints.

Application Modelling
(GCM)

+
Multi-dimensional data-flow constraints

(RSM)

Addition of Input/Output Allocation 
on Sensors/Actuators
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Explicit execution constraint
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Figure 2.18: Big Picture of the contribution process

We propose a uniform framework, illustrated in Figure 2.18, based on MARTE, for designing computation-
intensive embedded systems with the repetitive structure modeling concepts. The resulting descrip-
tions are enriched with clock constraints that explicitly capture information about environment and
execution platform properties of systems. The ultimate goal of our framework is to permit an easy
high-level design of computation-intensive embedded systems with a possibility to get access to sim-
ulation and analysis tools, such as Gaspard2 [74] and TimeSquare11 for early design validation. The
usage of the proposed framework is illustrated on a radar application that aims at detecting from an
aircraft the objects moving on the ground. In our opinion, the overall work presented in this paper is
one of the first design methodologies about MARTE, which addresses various features of embedded
systems by coherently combining a large set of MARTE concepts.

11http://timesquare.inria.fr/

http://timesquare.inria.fr/
http://timesquare.inria.fr/
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2.6. Towards Multi-View Behavior Modeling

This section is an up to date excerpt of the following papers:

Carlos Gomez, Julien DeAntoni, and Frederic Mallet. Power Consumption Analysis Using Multi-
View Modeling. Power and Timing Modeling, Optimization and Simulation (PATMOS), pages 235
– 238, 2013

Carlos Gomez, Julien DeAntoni, and Frederic Mallet. Multi-view Power Modeling Based on UML,
MARTE and SysML. Software Engineering and Advanced Applications (SEAA), pages 17 – 20, 2012

Amani Khecharem, Carlos Gomez, Julien Deantoni, Frédéric Mallet, and Robert De Simone. Exe-
cution of Heterogeneous Models for Thermal Analysis with a Multi-view Approach. In FDL 2014
: Forum on specification and Design Languages, Munich, Germany, October 2014. IEEE. URL
https://hal.inria.fr/hal-01060309

The design of embedded systems requires a strict conformance to the non-functional requirements,
such as heat dissipation, energy consumption, safety or time performance. These properties are usu-
ally addressed (i.e., modeled and analyzed) by experts of different domains. Experts have their own
languages and tools to describe the system modeled from their own point of view. Nevertheless, these
expert’s models are strongly connected; the behavior of a model could impact the behavior of the other
ones. For instance, powering a component off in a power management model affects the functional
behavior and the performances of the component in a functional description model.

The recent IEEE 42010 standard [93] proposes a common vocabulary to capture the different views of
heterogeneous models. Correspondences are used to associate domain elements from different views.
For instance, in a thermal view, if the temperature of a CPU is reaching the maximum acceptable tem-
perature, the controller may reduce the clock frequency and voltage level (or turn the CPU off) to avoid
damaging the CPU. This syntactic link between a non-functional property in a specific view and its
impact on the other view should also be considered from a semantic point of view.

More generally, the behavior specification of an embedded system should explicitly take the non-functional
properties into account to provide a correct representation of the system behavior. While it may even-
tually be implemented by using specific sensors, there is a need for early modeling and co-simulation
of two types of behavior: one based on a discrete (logical) time representing the functional behavior of
the system; and another one based on continuous time representing the evolution of non-functional
properties and/or other physical phenomena.

PRISMSYS [84] proposes to tackle the semantics of the MoCs on top of traditional engineering models
based on the UML (Unified Modeling Language [143]) or one of its specializations like SysML [142] or
MARTE [141]. PRISMSYS [84] also proposes to keep the semantics of the MoC explicit and separate
from the functional model to ease its extraction, modification and analysis. PRISMSYS implements
the IEEE 42010 standard. It relies on UML and SysML to capture both functional and non-functional
properties [85].

In this paper, we propose an operational framework for the joint simulation of both the discrete and
continuous parts of the PRISMSYS model. The semantics of PRISMSYS models is described using
the Clock Constraint Specification Language (CCSL [6, 8]). CCSL is a formal declarative language for
discrete logical time specification amenable to analysis and simulation in the associated tool Time-
Square [51]. We have built a dedicated backend for TimeSquare to drive, not only the execution of the
discrete part of the model, but also of the continuous part. This particular aspect is delegated to Scilab
tool [154]. We illustrate the approach on a thermal manager and we present the model, explain the way
the backend is built and give some execution results.

The section starts with discussing related works (Section 2.6.1) on both heterogeneous modeling and
modeling of thermal aspects. Then, Section 2.6.2 briefly recalls the fundamentals of PRISMSYS. Sec-
tion 2.6.3 describes the execution semantics of PRISMSYS for heterogeneous execution based on CCSL.

https://hal.inria.fr/hal-01060309
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CCSL is introduced on-the-fly, with only the minimum material required. Finally, the implementation
of TimeSquare’s backend for Scilab is described in Section 2.6.4 and illustrated on a case study in Sec-
tion 2.6.5.

2.6.1. Background and related work

2.6.1.1. Heterogeneous Modeling

The joint use of different Models of Computation (MoCs) [63, 94, 95] for a single system is known as
Heterogeneous Modeling. A MoC (e.g., Synchronous Data Flow, Finite State Machine or Continuous
Time) makes explicit the execution semantics applied to a specific syntactic model. Several approaches
and tools address the problem of modeling and simulation of heterogeneous models.

Hybrid automata [88] offer a theoretical framework to combine discrete and continuous phenomena.
However, they do not offer any specific support for combining heterogeneous models (dataflow, equa-
tions, control) or for a clean separation of preoccupations or views.

Ptolemy II [64] relies on a generic actor model to capture hierarchical heterogeneous models. The
model of computation (MoC) and its interactions with other MoCs are described in a so-called director
that conforms to a predefined Java API. Ptolemy II is widely used and has inspired many derived prod-
ucts or evolutions. The main difference with our proposal is that we rely on UML and SysML to capture
the structural information instead of a pure actor model and the synchronization and scheduling con-
straints are given explicitly in CCSL rather than being hidden inside the Java code and mixed with the
functional description. Making the MoC explicit and separate allows for reasoning on its properties.

BIP [16] is an interesting alternative that supports explicit heterogeneous interaction models. The be-
havior is described using timed automata, then several interaction schemes can be used. Contrary to
BIP, PRISMSYS does not require to use state-based representation and may also rely on data flow mod-
els or equational models to capture continuous aspects. This increase of expressiveness comes at the
cost of decidability results.

There are several works that focus on the interactions between discrete and continuous time, like Mat-
Lab/Simulink or Scilab/Scicos. Amongst the solutions that support synchronous models of computa-
tion, Zelus [29] provides a nice integration with Lustre. However, in all these solutions, the functional
and interaction models are intertwined and hidden as design choices inside the tool. Our proposal is
to make the choices explicit in the model (like using a fixed-step solver with a given step) and use the
model to drive the tools.

On the engineering side, SysML [142] introduces the notion of parametrics to capture acausal models.
This is adequate to describe continuous functions or relations and PRISMSYS heavily rely on this new
construct to capture the thermal and power-related information. Our proposal is to define an execution
framework to execute such models.

2.6.1.2. Non-Functional (Thermal) Modeling

Non-functional properties are more and more important in many embedded systems, they must be
consequently taken into account during the design process.

Most of the time, non-functional properties are modeled (and analyzed) by using specific tools. For
instance, to analyze the impact of temporal properties on the system schedulability, experts in time
performance use tools such as Cheddar [157] where the focus is on specific temporal properties while
the other aspects of the application and its architecture are heavily abstract. Additionally, to study the
thermal aspect of a system, temperature experts employ tools like Hotspot [91] or Aceplorer [61]. Once
again, the tools give many details on the properties that deal with their specificity (in this case, the
thermal equations), but they abstract strongly the other parts of the system.

In consequence, the study of several non-functional properties requires the duplication of some parts
of the system model in these dedicated tools. Due to the strong abstraction of specific parts, these tools
can not be used in stand alone. For instance, since Aceplorer does not model the system functional
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behavior, it needs an execution scenario, generated from a functional system simulation, to activate
the elements of its power model and consequently evaluate the power consumption of the system. In
the same way, Hotspot is based on the Compact Thermal Model [167] which defines the model of a
the thermal features of the system component and their thermal influence over their neighbors. This
model does not represent the system activity needed by Hotspot to generate the temperature layout of
the system.

One current problem comes from the use of a dedicated controller (e.g., the power manager of an
OMAP platform [160]) whose goal is to change the functional behavior in reaction to non-functional
property evolution. For instance, because the power consumption of a chip is exponentially increasing
with its temperature, a power controller can choose to slow down (or to stop) a chip when its tem-
perature is exceeding a specific threshold. In this case, the functional simulation sets the chip activity
according to the chip temperature, but the chip temperature in tools like Aceplorer or Hotspot require
the chip activity. Therefore, there is a cyclic dependency between the execution of the tools that can be
solved by a co-simulation of the domain specific models (or tools).

In consequence, it is important to define a central (multi-view) model where the behavioral depen-
dencies are made explicit. The semantics of these dependencies can thus be taken into account to
coordinate the domain specific models. In order to specify these dependencies, we define a system-
level framework where the behavioral semantics of each parts take into account their link to the other
parts of the system. We focused here on the co-simulation of these models to show the benefits of the
approach. We named this framework PRISMSYS.

2.6.2. PRISMSYS: A modeling multi-view framework for systems

PRISMSYS is a multi-view framework for modeling systems, focused on the description and analysis of
functional and non-functional aspects. In this framework, a view characterizes the aspects of a specific
domain relevant for the system. For instance, time performance model, power model and tempera-
ture model are different views of the same system, and they characterize aspects such as time, power
consumption and temperature evolution.

The Figure 2.19 depicts the main elements of PRISMSYS. The framework defines that a view contains up
to three sub-views: Control, Structural and Equational. The structural sub-view states domain specific
elements, which can possibly be an abstraction of elements that exist in another view. These elements
define the non-functional properties relevant from the domain point of view. The behavior of these
elements is described by Finite State Machine (FSM). The FSM abstracts the operation modes of the
element in a specific domain and the transitions are sensitive to events generated from the control
sub-view. We use UML components to represent these elements and MARTE Non-Functional Proper-
ties (NFP) to type the properties defined in the sub-view elements. The equational sub-view specifies
the equations that characterize the properties stated in the structural sub-view. We use SysML Para-
metric Diagram to represent the equational sub-view. The control sub-view commands the execution
of the elements specified in the structural sub-view. A way to specify these view is to use controllers, an
element whose behavior is stated as a FSM. In contrast to the structural sub-view FSM, the transitions
of the controller FSM are sensitive to the evaluation of a condition, i.e., to a guard. Once the transition
is fired, an effect is produced, sending an event to the corresponding FSM in the structural sub-view.
To distinguish between both FSMs, we employ the term mode-FSM to reference the FSM specified in
control sub-view.

Figure 2.19: PRISMSYS View (taken from [101])
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The consistency between different views is defined through correspondences. A correspondence is a
syntactic association between elements of two different views, e.g., the abstraction of an element from
a first view characterizes this element from another point of view. Besides specifying associations be-
tween views, sub-views also own relationships between them. We named then sub-correspondences.
For instance, PRISMSYS provides a state-equation association through the characterization sub-correspondence.
This sub-correspondence was defined since it is not possible to specify when a SysML equation is ac-
tive or not by activating a state in a FSM. Equivalence is another sub-correspondence used to bind
the structural sub-views properties to the value calculated on the equational sub-view. In order to ex-
plicitly address the control events to the mode-FSMs, a control sub-correspondence is specified. The
values tested in the FSM guards is extracted from the structural sub-view properties by using the data
sub-correspondence.

A PRISMSYS view combines the execution of two kinds of MoCs: FSMs based on a discrete (logical)
time, and the equations based on a Continuous Time. This MoC combination could be homogeneous
(FSM and Mode-FSM) and heterogeneous (Mode-FSM and Continuous Time). In order to give an execu-
tion semantics to FSM, Mode-FSM, Continuous Time and the coordination between them, PRISMSYS
defines the relevant events of the models together with constraints that specify the causal relations and
synchronizations. Each relevant action in a MoC is expressed by an event and we use CCSL [4], an
event constraint language, to represent the allowed sequence of actions as defined by the MoC.

2.6.3. PRISMSYS Execution Semantics

PRISMSYS behaviors, which initially are described by a static definition (meta-model), need a formal
way to express their actions associated with their static elements. CCSL provides the needed concepts
to express the actions of these behaviors allowing the association action-element and the behavioral
analysis by simulation. First, we define the FSM execution semantics. Second, we state the execution
semantics in Continuous Time. Finally, we describe the coordination between FSMs and Continuous
Time.

2.6.3.1. Finite State Machine Semantics

In a FSM, there are various relevant events that occur during its execution. Most of the FSM concepts
are associated with one or more events that describe a particular FSM execution change, e.g., the en-
tering in a state or the firing of a transition. These events are represented in CCSL by clocks. Table 2.2
summarizes the clocks defined to represent the activity in the FSM.

Clock Action

i ni t Initializing the execution of FSM
senter Entering into state s
sleave Leaving from state s

f i r e_ti j Firing the transition ti j from si to s j

g uar di j Ticking once the ti j guard evaluation is true
tr i g g eri j Receiving a trigger event of ti j

e f f ecti j Generating an Event once ti j is fired

Table 2.2: Clocks representing the relevant actions in a Finite State Machine.

We give a precision about the FSM model, we constrain that a transition ti j is sensitive to either a
g uar di j or a tr i g g eri j , however not both of them. If a guard is defined, then g uar di j clock is stated,
else tr i g g eri j is specified.

Once the FSM clocks are defined, we identify the constraints on these clocks to describe the FSM ex-
ecution semantics. We start defining the activation of a specific state. A state is active between the
corresponding entering and leaving occurrences. In other words, the state s is active when the k th

occurrence of senter clock ticks and it stops being active when the k th occurrence of sleave ticks. We
specified that a state cannot be transitory, i.e., the senter and sleave ticks cannot be simultaneous.



2.6. Towards Multi-View Behavior Modeling 41

Moreover, a state can not be activated if it is already active. Consequently, we specified an Alternate
relation between senter and sl eave in CCSL for all the states of FSM as follows:

senter ∼ sleave (2.16)

According to the execution semantics of FSM [36], a transition ti j from a state si to a state s j is fired
if two conditions are achieved: si is active, and either the ti j guard evaluation is true or tr i g g eri j

ticks. However, the instant when the guard is evaluated is not specified. Because it affects the timing
properties, it is of primary importance for a state machine of an embedded system to define when the
guard is evaluated. In PRISMSYS, we explicitly define a chronometric clock named eval that specifies
the period when the guard is evaluated. This clock is the same for all the guards in the system and its
period must be chosen according the non-functional property dynamic (see section 2.6.3.3). Hence,
when the evaluation of the ti j guard condition returns true, g uar di j occurs. Considering that si is
active and g uar di j ticks, then the ti j transition is fired. In contrast, if a transition is sensitive to a
trigger event, the ti j transition is fired when tr i g g eri j ticks. We specify the relationship of these clocks
by using CCSL expressions. We present the CCSL constraints that define when to fire the ti j transition
by g uar di j :

f i r e_ti j = [(
sienter ⇓ g uar di j

)
 sileave

] • f i r e_ti j

this expression can be read as: a transition ti j is fired if g uar di j ticks while the state is active (i.e., after
a sienter occurrence and up to an occurrence of sileave ).

The state si stops being active (i.e., sileave ticks) when one of its outgoing transitions occurs. The rela-
tionship between the leaving of a state and the firing of the outgoing transitions is specified as follows:

sileave = ⋃
t∈toutsi

f i r e_t

where toutsi
is the set of outgoing transitions from si .

When a transition is fired, the targeted state is entered simultaneously, i.e., the entering in the s j state
coincides with any of the incoming transition firing. We specify this coincidence relationship by:

s jenter = ⋃
t∈ti ns j

f i r e_t

where ti ns j
is the set of incoming transitions to s j .

If the transition ti j has an action, the e f f ecti j clock occurs simultaneously with the transition firing.
This relationship is specified by:

e f f ecti j = f i r e_ti j

The UML state machines must have at least one initial state. We constrain them to have one and only
one initial state. The clock init is specified to start the FSM execution by activating the initial state. We
only need one tick in init to activate the initial state. Thus, we state i ni t in CCSL as follows:

i ni t = i ni t ∇ 1(0)w

this equation forces i ni t to tick only once.

The i ni t clock must be associated with the initial state. Considering that si ni t is the initial state of the
FSM, we define its activation as follows:

si ni tenter = i ni t

By using these rules, we defined the event based semantics of the UML state machine. It is then pos-
sible to reason about a specific state machine and to simulate it in TimeSquare, obtaining a timing
diagram and/or a diagram animation. It is now mandatory to define the continuous time execution
semantics.
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2.6.3.2. Continuous Time Execution Semantics

In the considered systems, the non-functional properties evolves according to the time. There are two
main families of continuous time solver, the fixed-step solvers and the variable step solver. A fixed-
step solver evaluates the equation of the modeled process periodically with a predefined step size. The
disadvantage of such solver is that they can hide some discontinuities in the modeled process if the
step size is too big. The variable step solvers adapt the step size to the dynamic of the modeled process
in order to avoid hiding such discontinuities. This is of great importance when the goal is to provide an
accurate representation of the modeled process.

In our case, we model by equation the evolution of non-functional properties according to the time.
One important goal of this work is to allow the prototyping of non-functional property managers. Even-
tually, these managers will retrieve the value of the corresponding non-functional properties by using
(periodic) sensors. Consequently, we do not try to obtain the best representation of the non-functional
property evolution, but rather a representative view of the process at specific point in time, as seen by
the managers. Therefore, we can use either fixed-step or variable steps solvers but we do not use zero
crossing functionality and we explicitly specify in the UML model the point in time when the value
from the process are retrieved. To ease the implementation we used for now only fixed step solvers so
that the points in time when the value from the process are retrieved are periodic and correspond to
the solver fix step.

In the model, to specify the step size used by the solver, we employ a chronometric clock from MARTE.
In CCSL, this is encoded by discretizing a dense clock (i.e., a clock in which whatever pair of two
instants you choose, there exists always one instant between these two instants). We use the physical
time dense clock defined in CCSL and we name the discretized clock step. At each occurrence of step,
the active equations specified in the model are evaluated by the continuous time solver. In CCSL, the
step clock is defined by:

step , phy si calT i me discretizedBy∆t (2.17)

where ∆t is the step size as defined in the UML model and used by the fixed-step solver.

Once the FSM and Continuous Time execution semantics are defined, we must coordinate the actions
of both semantics to achieve a complete execution of a PRISMSYS view.

2.6.3.3. FSM and Continuous Time Coordination

We provided the event based semantics for the UML state machine (FSM) and for the SysML parametric
diagram (CT). Control and structural sub-views follow the FSM semantics and the equational sub-view
follows a Continuous Time semantics. Instead of providing a tailored semantics for a new model mixing
both semantics, such as in an hybrid automata [36], we propose to define the semantics of the syntactic
association between the different sub-views (named sub-correspondences in PRISMSYS). The coordi-
nation semantics is also specified in CCSL.

In the structural sub-view, the FSM are representing some mode automata. The transition between
two modes is caused by the reception of an event sent from the control sub-view. Therefore, there is a
correspondence between the output events generated from the control sub-view and the events associ-
ated with the mode transitions. This correspondence is syntactically represented by control connectors
between control and structural sub-views.

From the behavioral semantic perspective, a control event generated from the FSM of the control sub-
view can cause a mode transition in the mode automata of an element in the structural sub-view.
This relation can be tailored to be synchronous, purely causal or even timed. Here we chose that the
sending and the reception of an event occurrence is simultaneous. By using CCSL, if an event oc-
currence is transferred by a control connector from a transition ti j to the trigger of a mode automata
(tr i g g ermode_automat a) we enforce the following coincidence relation:

e f f ecti j = tr i g g ermode_automat a

we read this expression as a control event, produced during the transition in a control FSM (e f f ecti j ),
coincides with the trigger of a transition in the mode automata (tr i g g ermode_automat a).
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Figure 2.20: T2 BACKEND FOR SCILAB Overview on a PRISMSYS thermal view case study (taken from [101])

In PRISMSYS, the mode automata are used to specify the modes under which there are different law
that govern the evolution of a non-functional property. For instance the instantaneous consumption
of a CPU depends on its activity (e.g., sleep, idle or active). These evolution are specified by different
equations that are enabled or not according to the active state of a mode-FSM (see section 2.6.2). To
represent this semantics, a mode-FSM and an equation are syntactically linked by a characterization
sub-correspondence. When a mode becomes active (i.e., the senter clock ticks), the associated equation
is enabled. When the mode is left, (i.e., the sleave clock ticks), the corresponding equation is disabled.
Of course, for the model to be consistent, a non functional property should be at least defined by one
equation during a run.

We have two chronometric clocks in the system. The one used for the evaluation of the guard and the
one that define the fix step of the solver. To avoid the evaluation of the guards without a new value
computed by the equation, the chronometric clock used for the solver step must be the same or faster
than the one used to evaluate the guards. We express this coordination in CCSL as:

step ≺ eval (2.18)

where eval is the clock whose instants command the evaluation of the guards and step is the fix step
of the solver. If these two clocks are simultaneous, it is mandatory to evaluate the equations before
the evaluation of the guards to respect the causality (even if instantaneous in this case). It guarantees
that the non-functional properties used in the guards have the latest value resulting from equation
evaluation.

The previous sections specified the execution semantics of PRISMSYS. The remainder of the paper
presents the associated implementation.

2.6.4. PRISMSYS Model Co-Simulation

TimeSquare is an Eclipse and model-based environment for the specification, analysis and verification
of causal and temporal constraints. Particularly, TimeSquare allows defining, analyzing and verifying a
CCSL specification. Nevertheless, this tool is not adapted to evaluate equations (e.g., power and tem-
perature equations). Therefore, we use Scilab [154], an open source tool for numerical computation, as
a fixed-step solver for the evaluation of the equations. To coordinate the TimeSquare solver with the
Scilab solver, we implemented a TimeSquare backend that acts like a “connector” between these tools.
We named it T2 BACKEND FOR SCILAB.
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Figure 2.20 depicts an overview of this implementation. It shows three dependent domains: the one
on top is the PRISMSYS model, detailed in Section 2.6.2. The one at bottom describes the TimeSquare
and Scilab co-simulation and the one in the middle defines the PRISMSYS semantics to execute and to
coordinate the behavior of the PRISMSYS model. We focus in this section on the block at the bottom,
the T2 BACKEND FOR SCILAB.

TimeSquare offers the possibility to add user-defined backends that trigger specific actions on selected
event occurrences or relations. These new backends can be added to the backend manager by using an
eclipse extension point. During a simulation, the backend manager receives the status of each clock
(it ticks or not) at each simulation step. It also receives the status of relations (causality and coinci-
dence) as well as the status of the assertions (violated or not). A developer can create its own backend
that subscribes to some of these events. TimeSquare is already distributed with some backends like
the VCD backend that draws the timing diagram of the clocks during the simulation and the Papyrus
Animator that animates the elements of an UML model specified in Papyrus12. Alike, by using the back-
end manager and connecting to the specific extension point, we implement T2 BACKEND FOR SCILAB

as an Eclipse Plug-in to bind the TimeSquare solver module with the Scilab solver. This back-end re-
ceives the status of the clock (it ticks or not) at each simulation step and consequently configures the
Scilab solver according to the information in the UML PRISMSYS model and drives the Scilab solver to
evaluate the equations during the simulation. The user can visualize the value of the non-functional
properties thanks to the Scilab graphic window called by the Scilab solver.

The solver configuration consists of the extraction of different equations from the model as well as the
extraction of the chronometric clock that defines the solver step size. It is mandatory for the backend
to register to the entering and leaving clock of all the mode-FSM states linked to an equation in order
to add or remove it from the Scilab solver accordingly. This backend also commands the evaluation
of the guards, therefore such pieces of information must also be extracted from the PRISMSYS model.
During the simulation, the T2 BACKEND FOR SCILAB receives the status of each relevant clocks. When
an entering state (sienter ) clock ticks, T2 BACKEND FOR SCILAB adds the equation(s) associated with the
active state. When the step clock ticks, the active equations are evaluated by the Scilab solver. The result
of the evaluation is plotted in a Scilab plot window and stored in the backend. For each step occurrence,
the guards are evaluated. If a guard is evaluated to true, T2 BACKEND FOR SCILAB forces the associated
guard clock occurrence in the TimeSquare solver (see g uar di j in Section 2.6.3). Such occurrences can
cause a change of the controller state, and then a mode change. We can note that the guard evaluation
is done for each step occurrence and not necessarily immediately when the parameter exceeds the
thresholds. It emphasizes the importance to select the appropriated solver step size in order to react
soon enough to the evolution of the non-functional properties.

2.6.5. Case Study: CPU thermal controller

The case study shows how a thermal controller can be prototyped by using PRISMSYS. The temper-
ature, a non-functional property, must be monitored in order to reduce the power consumption, ex-
tending the battery charge and fulfilling the temperature requirements. The CPU is the component on
which we focus in this case study. We define a CPU muti-view model by using PRISMSYS. In Figure 2.21,
we present a simplified version of the thermal view model. The figure depicts the three PRISMSYS be-
haviors (control, modes and equations).

The structural sub-view of this figure represents the abstraction of a CPU from a thermal point of view.
It describes a non-functional property representing the temperature (T). The equational sub-view de-
fines the equations that characterize the evolution of the CPU temperature. The Control sub-view spec-
ifies a thermal controller, which changes the activity of the CPU according to its temperature to avoid
damages.

The CPU thermal behavior is represented by two modes: COOLING and HEATING. Each mode corre-
sponds to a different temperature evolution. COOLING indicates the CPU temperature is decreasing.
In contrast, HEATING means that the CPU temperature is increasing. In order to define the evolution of
the temperature, an equation, defined in the equational sub-view, is associated (point 2 in Figure 2.21).
Thus, we associate the HEATING mode with the equation dT /d t =−0.1∗ (T −100) and the COOLING

12http://www.eclipse.org/papyrus/

http://www.eclipse.org/papyrus/
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Figure 2.21: Case Study: CPU Thermal Controller (taken from [101])

mode with the equation dT /d t = −0.1∗ (T −30) where 100 is the temperature maximum for the CPU
and 30 is its minimal idle temperature. The unit of both temperatures is ◦C .

The change between two modes occurs when the transition between them is fired. Transitions are
sensitive to associated events sent from the control sub-view (point 1 in Figure 2.21). The control sub-
view contains a thermal controller whose task is to manage the temperature evolution of the CPU. The
controller behavior is another state machine of two states: LOW and HIGH. LOW represents that the
CPU temperature is below the recommended temperature. HIGH expresses the temperature exceeds
the maximum recommended value. In contrast to the CPU thermal FSM, the transition of the controller
is sensitive to the evaluation of guards. In this case study, guards evaluate if the temperature surpasses
85◦C or is lower than 80◦C (point 3 in Figure 2.21). Once a transition is fired, a specific event is sent to
the CPU thermal FSM in order to change its mode and thus activate the equation to be evaluated.

Figure 2.22 depicts the evolution (plotted in Scilab) of the temperature T according to the time t. When
the simulation starts, i.e., at t=0, T2 BACKEND FOR SCILAB extracts the clocks associated with modes
COOLING and HEATING and the step clock. T2 BACKEND FOR SCILAB also identifies and extracts the
thermal equations. In our thermal model, we assume that the ambient temperature is 25◦C . Thus, the
TimeSquare simulation starts at 25◦C and the activating LOW and HEATING states (which are the initial
states) are activated. When the temperature exceeds 85◦C , the transition lo2hi is fired, the state changes
to HIGH and the eCool event is sent to the CPU Thermal Modes (other events, which set the CPU activity
to idle in other views, are also sent but not represented here). Such an event causes the leaving of the
HEATING mode to enter in the COOLING, consequently deactivating the equation dT /d t =−0.6∗(T −
100) and activating the equation dT /d t = −0.6∗ (T −30). In the next simulation steps, the associated
COOLING equation is evaluated and the temperature decreases. When the temperature is lower than
80◦C , the controller state machine changes to the LOW state and the cycle is repeated.

In Figure 2.22, we note that the temperature actually exceeds some how the threshold defined in the
guard. This is due to the periodic monitoring of the temperature and the periodic evaluation of the
guard. To limit such phenomenon, one could decrease the step size. However, this phenomenon has
to be taken into account during the development of the system.
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Figure 2.22: PRISMSYS ThermalView simulation in Scilab by using T2 BACKEND FOR SCILAB. (taken from [101])

2.7. Conclusion

In this section we described how we used logical time formal specification to augment the structure
of a model with an explicit specification of its behavior. We presented CCSL, the formal declarative
language we used to manipulate logical time. Its formal structure and semantics has been presented in
detail and is followed by a comparison with temporal logics. Then the TimeSquare tool that supports,
possibly exhaustive simulation of CCSL specification has been presented. After this presentation of
CCSL and the associated tool, we illustrated how CCSL has been used in different domains, encom-
passing both application and execution platform, in order to equip the associated models with a model
of their behavior. The behavior are then given in terms of how the actions on the elements of model are
scheduled, typically to represent data causality. We believe this is of prime importance to avoid early
restrictions on the partial ordering of actions, which can be later constrained by non functional con-
straints or the choice of a specific execution platform. These acceptable partial orderings can then be
simulated or specified in extension by an exhaustive simulation (when finite). Additionally, associated
to the code executor back-end of TimeSquare, the model can be executed and debugged.

The possibility to verify a model from the early stages of the development process, associated with the
possibility to take into account the effect of external factors is an important benefit of having an explicit
model of the possible execution path. Among the external factor, there is the deployment on a specific
platform. We also investigated in the previous section the effects due to correspondences between
different views of the system. While this last approach is still exploratory, it shown the possibility to
define semantics of correspondences to reason about the coordination of heterogeneous systems. We
are currently investigating how such mechanism could be extended to co-simulation in its more general
terms than the one presented in section 2.6.
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3.1. Introduction

Software-intensive system development must tame an increasing complexity, in an increasing number
of different inter related domains. As an element of the solution, the use of domain-specific modeling
languages (DSMLs) helps in increasing productivity while providing effective support for separating
concerns. DSMLs can make it easier for stakeholders from different domains (e.g., experts in fault tol-
erance, security, communication) to participate in the design of a system, by providing linguistic con-
cepts tailored to their specific needs. However, for a DSML to be an effective system design tool, it must
be defined as precisely as possible and supported by sound analysis tools [43].

The specification, design and tooling of DSMLs leverage the rich state of the art in language theory. Sev-
eral metamodeling environments support the specification of the syntax and the (static and dynamic)
semantics of a DSML. These two elements of a DSML specify the domain-specific concepts, as well as
the meanings of domain-specific actions that manipulate these concepts. Examples of metamodeling
environments include Microsoft’s DSL tools 1, Eclipse Modeling Framework (EMF) 2, Generic Model-
ing Environment (GME) 3, and MetaEdit+ 4. A significant limitation of current metamodeling environ-
ments is the lack of support for explicitly modeling concurrency semantics. Concurrency semantics is
currently defined implicitly in DSMLs that support concurrent execution in their models. It is typically
embedded in the underlying execution environment supported by the language workbench used to
implement the DSMLs (e.g., if the language runs on top of a Java Virtual Machine, the semantics of Java
threads defines concurrent behavior).

The lack of an explicit concurrency model has several drawbacks. It not only hinders a comprehensive
understanding of the behavioral semantics, it also prevents developing effective concurrency-aware
analysis techniques. For instance, knowing that a data-flow model (e.g., an activity diagram) follows
Kahn process networks semantics ensures de-facto properties like latency-insensitive functional deter-
minism but imposes communications through unbounded FIFOs. Restricting the data-flow model to
the Synchronous Data Flows semantics allows the computation of finite bounds on the communica-
tion buffer sizes. Furthermore, having an implicit concurrency model also prevents the distinction of
semantic variants in a model. For example, the fUML specification identifies several semantic varia-
tion points. As stated in the fUML specification, some semantic areas “are not explicitly constrained
by the execution model: The semantics of time, the semantics of concurrency, and the semantics of
inter-object communications mechanism” [138]. The lack of an explicit model of concurrency, includ-
ing time and communication, prevents one from understanding the impact of these variation points
on the execution of a conforming model. Additionally, it prevents to consciously align the concurrency
of an application with the parallelism provided by a specific platform.

In this chapter we reify concurrency as a metamodeling facility. We leverage formalization work on
concurrency and time from concurrency theory, specifically, theoretical work on tagged structures [116]
and on heterogeneous composition of models of computation [64, 94]. The primary contribution of
this chapter is an approach supported by a language workbench for binding domain specific concepts
and models of computation through an explicit event structure at the metamodel level. We illustrate
these novel metamodeling facilities by designing a DSML specifying concurrent and timed finite state
machines. We highlight the benefits and the flexibility of the approach by making a semantic variation
on the concurrency specification of the DSML. We also provide pointers to other examples to show that
our approach applies to different MoCs and DSMLs.

The chapter is organized as follows. Section 3.2 uses background on language and concurrency theories
to identify the key ingredients of a concurrency-aware executable DSML, and to reify them as the as-
sociation of four language units. Section 3.3 describes the language workbench built to implement the
proposal, and the associated environment for concurrent model execution. Section 3.5 demonstrates
and discusses the DSML implementation and execution environment obtained thanks to our language
workbench. The approach is illustrated throughout the paper with the design, implementation and use
of timed finite state machines. A comparison to related work and a conclusion follow.

1http://www.microsoft.com/en-us/download/details.aspx?id=2379
2http://www.eclipse.org/modeling/emf/
3http://www.isis.vanderbilt.edu/Projects/gme/
4http://www.metacase.com/mep/
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3.2. Ingredients of a Concurrency-Aware Executable DSML

3.2.1. Background Knowledge

Current metamodeling environments support defining a modeling language through the specification
of the concrete and the abstract syntaxes as well as the mapping from the syntactic domain to the
semantic domain. Over the last 50 years, the language theory community has studied the mapping be-
tween the syntactic domain and the semantic domain extensively. This has led to three primary ways
of defining semantics: operational semantics, where a virtual machine uses guard(s) on the execution
state to drive the evolution of the models expressed in the language [17, 99, 109, 149]; axiomatic se-
mantics, where predicates on the execution state allow reasoning about the models expressed in the
language and its correct evolution [86, 89, 171]; and translational semantics [73] that defines an exoge-
nous transformation from the syntactic domain to an existing language (either an existing computer
language or a mathematical denotation, i.e., a denotational semantics [155]). A drawback of such ap-
proaches is that none of them supports the specification of concurrency in a manner that would allow
systematic reasoning (chapter 14 of [171]). Even if these approaches could support the definition of
concurrency, the concurrency model would be scattered through the semantic specification, making
it difficult to understand and analyze the properties related to concurrency (e.g., deadlock freeness,
determinism).

In most language implementations, the concurrency semantics is implicitly embedded in the under-
lying execution environment used to execute the conforming models. For instance, some executable
models supporting concurrent execution rely on the Java concurrent model. On one hand, the concur-
rency of the model depends on the Java concurrency and on the other hand it does not guarantee sim-
ilar execution/analysis on platforms with different parallelism possibilities (e.g., single core vs. many
cores, processor arrays).

Work on formal and explicit models of concurrency has been the focus of some research programs since
the fifties. Early work in this area resulted in three well-known contemporary approaches: CCS [132],
CSP [90] and Petri Nets [147]. Unlike the approaches from language theory, these solutions focus
on concurrency, synchronizations and the, possibly timed, causalities between actions. In these ap-
proaches, the focus is on concurrency and, thus, the actions are opaque and abstract away details
on data manipulations and sequential control aspects of the system. Such models have proven use-
ful for reasoning about concurrent behavior, but they are not tailored to support the description of a
domain-specific modeling language dedicated to a domain expert. After many years, work on mod-
els of concurrency has consolidated, from an analytical point of view, into two different approaches,
namely, event structures [170] and tagged structures [116]. In these approaches the non-relevant parts
of a model are abstracted away into events (also named signal) and the focus is on how such events are
related to each other through causality, timed or synchronization relationships. Both event structures
and tagged structures have been used to formally specify or compare concurrency models underlying
system models expressed in modeling languages. These concurrency models and can be viewed as
the concurrent specification of a specific system model. However, such approaches are not related to
the computational part of a model and have not been used to specify the concurrency semantics of a
language.

3.2.2. Language Units Identification

Taking a step back from these seminal approaches, we explicitly identify the common language units
that constitute the design and implementation of an executable concurrency-aware modeling language
(see middle level of Fig. 3.1). Each language unit is independent of the way it is implemented, and
directly benefits from language and concurrency theories described above.

Language Unit #1 The first language unit is the description of the language abstract syntax (see Fig.
3.1). Older approaches build the semantics of the language on top of the concrete syntax but the ben-
efits of using the abstract syntax as a foundation for language reasoning (first introduced in [130]) have
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Figure 3.1: Modular Design of a Concurrency-Aware Executable Modeling Language (taken from [44])

been well understood since the 1960s. In the MDE community, the abstract syntax is a first class part
of a language definition. The abstract syntax specifies the syntactic domain and is used to anchor the
semantics. It is however important to avoid blurring the syntactic domain with language elements that
represent the execution state of the model.

Definition 1 The Abstract Syntax (as) specifies the concepts of the language and their relationships. An
instance of the as is a model.

Consequently, a meta-language for modeling AS (Las in Fig. 3.1) must provide facilities to define the
language concepts (Concept ) and the relationships between them (Pr oper t y).

Language Unit #2 The second language unit, called Domain Specific Actions (see Fig. 3.1), adds new
properties that represent the execution state of a model and a set of execution functions that operate on
these properties during the execution of a model.

The execution state can be represented, for example, by the current state in a Finite State Machine
(FSM). It can also be specified independently of the abstract syntax, as in, for example, the incidence
matrix that encodes the state of a Petri net. Such information is needed to specify the state of a model
during its execution but is not needed to specify the model’s static structure. It is consequently part of
the semantic domain.

The DSA is also composed of execution functions that specify how the execution state sequentially
evolves during the model execution. For instance, when a transition is fired in a FSM, the current state
is updated. This is one of the roles of the execution functions. They also specify how the concepts of
a language behave. For instance if the language contains a Plus concept, then an execution function
must specify how the Plus instances actually behave during the model execution.
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Definition 2 The Domain Specific Actions (dsa) represent both the execution state and the execution
functions of a DSML. An instance of the dsa represents the state of a specific model during the execution
and the functions to manipulate such a state.

No hypothesis is made on how to specify the DSA (Ld sa in Fig. 3.1). However, the specification of the
DSA depend on the AS since it describes a part of its semantic domain. The execution state would be
defined with structural properties representing the semantic domain, in the same way Las supports
the definition of the syntactic domain. The execution functions can be specified in very concrete terms
(e.g., operational semantics that uses an action language to specify rewriting rules), or in more abstract
terms (e.g., denotational semantics that provides functions specifying the execution functions). The
latter approach only denotes mathematical properties about the result, and does not specify any details
on how to implement the resulting functions. This is even more abstract in an axiomatic semantics,
where pre/post conditions on the execution state of the system are specified and all the functions that
respect such conditions are considered as correct execution functions.

Note that the global ordering of the execution functions is not specified in the DSA since it can be con-
current (and timed). This is the role of the third language unit.

Language Unit #3 Concurrency theory has proposed many approaches, but roughly speaking a con-
currency model is a way to specify how different events are causally and temporally related during an
execution (in our case, the execution of a model conforming to a DSML). These ideas have been used
in the notion of Model of Computation (MoC) [27, 64, 94]. All definitions of MoCs share the fact that a
MoC acts as a director for some pieces of code. The MoC is then acting as an explicit concurrency pat-
tern, which provides MoC-dependent analysis properties. The third language unit is then called Model
of Concurrency and Communication (see Fig. 3.1) and explicitly specifies the concurrency.

Definition 3 The Model of Concurrency and Communication (MoCC) represents the concurrency aspects
in a language, including the synchronizations and the, possibly timed, causality relationships between
the execution functions. An instance of a MoCC is defined for a specific model, conforming to the DSML.
It is the part of the concurrency model that specifies the possible partial orderings between the events
instantiated with regards to the model.

A meta-language for modeling MoCC (Lmoc in Fig. 3.1) would allow the definition of events and the
specification of causal relationships (and synchronizations) such as scheduling, temporal constraints,
and communications. The events can be discrete (i.e., a discrete event is a possibly infinite sequence
of occurrences), or dense (i.e., a dense event is an infinite set of occurrences and there are an infinity of
occurrences between any two event occurrences in the set). Lmoc must be independent of a specific
AS or DSA.

3.2.3. Reifying Language Units Coordination

In our approach, all language units previously presented are specified separately (see middle level of
Fig. 3.1). This separation benefits modularity, reuse and the identification of the concurrency related
analyses supported by the language. The modeling units must then be consistently coordinate to pro-
vide an executable modeling language with reified concurrency. This coordination has to keep the
language units separated while providing a natural articulation between them.

The AS and the DSA are kept separated to support several implementations of the DSA for a single AS

(to deal with semantic variation points, or with semantics for different purposes, e.g., interpreter or
compiler). There exists a mapping between the DSA and the AS, however the DSA is dedicated to a
specific AS (see dependency between AS and DSA in Fig. 3.1), and both AS and DSA are dedicated to the
DSML under design. Consequently, we did not reify this mapping. The mapping is more conveniently
described directly in the DSA.

The definition of the DSML behavioral semantics then consists in specifying the coordination of a
given MoCC with the DSA. This coordination must keep the MoCC and DSA independent to enable
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the (re)use of a MoCC on different AS/DSA or changing the MoCCs on a single AS/DSA. Hence, the co-
ordination specification can be put neither directly in the MoCC nor in the DSA. For this reason, we
reify the binding as a proper language unit that bridges the gap between the MoCC and the DSA. This
is done through the notion of Domain Specific Event, a novel metamodeling facility that we propose to
reify.

Language Unit #4 The Domain Specific Events (DSE, see Fig. 3.1) specify the coordination between
the events from the MoCC and the execution function calls from the DSA. The DSE depend on both the
MoCC and the DSA. This coordination contains four parts:

DSE → DSA The DSE specify events that are associated with one or more execution functions. When
such an event occurs, it results in the call of the associated execution functions. The meta lan-
guage for modeling DSE (Ld se on Fig. 3.1) has to make some choices about how much associated
functions can be associated with an event (e.g., single one, any) and if several functions are as-
sociated with a single event, it must specify how these calls must be done (e.g., in sequence, in
parallel).

MoCC → DSE The MoCC events can be specified at an abstraction level that is different from the exe-
cution functions (defined in the DSA). For this reason, the DSE specify how they are obtained from
the events constrained by the MoCC. This specification can be, for example, the filtering of oc-
currences from an event or the detection of an occurrence pattern from various events. It can also
be the observation of some dense events from the MoCC. In this case the DSE are used to spec-
ify the relevant observations on the dense event from the MoCC and, in such a way, they specify
the events that can be observed by looking at the execution of the conforming models. Such an
adaptation between the low level events from the MoCC and the ones in the DSE can be arbitrarily
complex (ranging from a simple mapping to a complex event processing). However, when Ld se
allows adaptations more complex than a simple mapping, one must ensure that the adaptation is
not breaking any concurrency-related assumptions from the MoCC.

DSA → DSE The MoCC and the DSE represent the specification, at the language level of the concur-
rency model (dedicated to a specific model conforming to the DSML), see Figure 3.1. This con-
currency model specifies the acceptable partial orderings of both the events constrained by the
MoCC and the ones from the DSE. During a specific execution, the call to some execution func-
tions can restrict such partial orderings. For instance, if the DSML specifies a conditional concept
(e.g., if-then-else), a MoCC usually specifies that going through the then branch or through the
else branch depends on the evaluation of the condition (i.e., the condition evaluation causes ei-
ther the then or the else branch, exclusively). Both paths are specified in the concurrency model
as acceptable but the actual path taken during an execution depends on the result of the call to
an execution function. The specification of the feedback from the execution function calls to the
execution engine of the concurrency model must be specified in the DSE.

MoCC ← DSE → AS Finally , the DSE must specify how the MoCC is applied on a specific model that
conforms to the DSML (i.e., how to create the concurrency model according to the MoCC con-
straints and the AS concepts). Depending on the language used for the MoCC modeling, this spec-
ification can be of a different nature, however it requires the capacity to query the AS to retrieve
the parameters needed for the creation of the concurrency model. For instance, in a FSM the DSE

can specify that a specific constraint must be instantiated for all the Transition instances in the
model. Also, it can retrieve the actual parameter of the constraint by querying the AS. Once again,
depending on the possibility offered by Ld se, one must ensure the preservation of the MoCC
assumptions (e.g., by using proven compilers or a language supporting clear and simple compo-
sition of constraints from the MoCC).

Definition 4 The Domain Specific Events (DSE) represent a coordination between the MoCC and the
DSA to establish the concurrency-aware semantic domain. It is composed of a set of domain specific
events, a mapping between these events and the execution functions from the DSA, a possibly complex
mapping between the events constrained by the MoCC and the domain specific events; the specification
of the impact of the execution function results in the execution of the concurrency model and finally the
specification of the MoCC application on a specific model that conforms to the DSML.
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As highlighted by the previous description, the coordination between the MoCC and the DSA (i.e., the
DSE) is a key point to enable concurrency-aware semantic domain. However, this coordination is often
implicit or hard coded. We believe that its reification enables effective use of a language that includes
concurrency and computational aspects. In this section, we have identified the key ingredients for
designing a concurrency-aware executable DSML that leads to the architectural pattern proposed in
Figure 3.1. Consequently, we consider in this paper the following definition for a concurrency-aware
executable DSML:

Definition 5 A concurrency-aware executable DSML is a domain-specific modeling language whose
conforming models are executable according to an explicit concurrency model. Its definition includes
at least the abstract syntax and the behavioral semantics (including the DSA, the MoCC and the DSE
to coordinate them). In the context of this paper, a concurrency-aware executable DSML (xDSML) is
defined as a tuple:

xDSML, 〈AS,DS A,MoCC,DSE〉.

3.3. A Language Workbench to Design and Implement Concurrency-
Aware Executable DSMLs

The reification of concurrency for executable metamodeling has been presented in its general form
and several implementations of it can be realized. In this section we present the actual implementa-
tion of our language workbench that was used to validate the proposition. We have tried to take the
most adequate language/technology for each language unit so that the model expressed in the result-
ing language can actually be executed. Our implementation solution is illustrated by the definition of
a concurrent Timed Finite State Machine (TFSM) language; a language where different state machines
augmented with timed transitions can be concurrently executed. Here timed transitions possibly refer
to different (independent) clocks.

This section is organized according to the implementation choices presented in Figure 3.1. It starts
with the description of the AS, then the DSA, followed by the MoCC and to finish, the DSE reification is
specified.

3.3.1. Abstract Syntax Design

In model-driven engineering, the abstract syntax is usually expressed in an object-oriented manner.
For example the de facto standard meta-language EMOF (Essential Meta Object Facility) [137] spec-
ified by the Object Management Group (OMG) can be used. EMOF provides the following language
constructs for specifying an abstract syntax: package, class, property, multiple inheritance (specializa-
tion) and different kinds of associations among classes. The semantics of these core object-oriented
constructs is close to a standard object model (e.g., Java, C#, Eiffel).

In practice, we have chosen Ecore to design abstract syntax, a meta-language part of the Eclipse Mod-
eling Framework (EMF) [158] and aligned with EMOF. This choice is motivated by the wide acceptance
of Ecore and its correspondence to the MOF standard. Additionally, EMF is well tooled and many other
tools are based on it (e.g., XText, OCL, GMF, Obeo Designer), so that a language developed in our work-
bench can benefit from such tools. Note that any meta-language aligned with EMOF can be used in our
approach.

Briefly, the AS of TFSM starts with a Sy stem composed of a set of T F SMs, a set of global F SMEvents
and a set of global F SMC l ocks (see Fig. 3.2). Each TFSM is composed of St ates among which an
initial state is identified. Each state can be the source of outgoing guarded Tr ansi t i ons. A guard can
be specified by the reception of a F SMEvent (EventGuar d), by a duration relative to the entry time in
the incoming state of the transition (Tempor alGuar d) or by a boolean condition (BooleanGuar d).
The duration of a temporal guard is measured on an explicit reference clock. An action is associated
with a transition and is represented in the abstract syntax as a String. The condition of the boolean
guard is also specified as a String. These strings represent model level code defined by the designer
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Figure 3.2: Abstract Syntax of TFSM (using Ecore)

(i.e., written using an opaque action language). In our experiments such model level code is written
in the Groovy language5. Groovy was chosen for its capacity to be dynamically invoked. However any
other action language could be used. Finally, a transition can also generate a set of event occurrences
when fired.

Note that in the abstract syntax, we refrain from adding concepts about the execution state or functions.
These concepts are specified in the DSA.

3.3.2. Domain Specific Actions Design

The domain-specific actions (DSA) enriches the abstract syntax with data representing the execution
state and with functions representing the execution functions. Since EMOF (and Ecore) does not in-
clude concepts for the definition of the behavioral semantics and OCL is a side-effect free language,
we have used the Kermeta language to define the DSA of a DSML. Kermeta is an extension of Ecore
that provides an action language used to express the behavioral semantics of a DSL [134]. Using the
Kermeta language, an execution function is expressed as methods of the classes of the abstract syn-
tax [134]. The body of the method imperatively describes what is the effect of executing an instance
of the concept. The Kermeta language is imperative, statically typed, and includes classical control
structures such as blocks, conditionals, loops and exceptions. The Kermeta language also implements
traditional object-oriented mechanisms for handling multiple inheritance and generics. Kermeta does
not provide any solution to specify the concurrency model. Indeed, the concurrency semantic model
could be provided through the Java implicit concurrency model embedded in the underlying execution
environment. As a consequence, the designer could use a foreign function interface mechanism to call
the Java Thread API but there is no specific support to describe the concurrency model explicitly, in a
platform independent manner.

In the approach and the language workbench proposed, the AS and the DSA are conceptually and phys-
ically (at the file level) defined in two different modules. The aspect keyword enables DSML engineers
to bind the AS and the DSA together. It allows DSML engineers to reopen a previously created class in
the abstract syntax to add some new pieces of information such as new methods (execution functions)
or new properties (execution state representing the semantic domain). It is inspired by open-classes
(aka. static introduction) [42].

In the case of TFSM (cf. Listing 3.1), we have added the cur r entSt ate as an attribute of T F SM . We

5http://groovy.codehaus.org/
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have also added number O f T i cks as an integer attribute of F SMC l ock. All the instances of T F SM
in a system possess a current state. Also, all instances of F SMcl ock have an integer representing their
actual time. The execution state of the system is then a set of current states and a set of Integers. The
choice of what should be added as attribute depends on the information we want to capture in the
execution state of the models. Such information can usually be specified in various ways. For instance,
we could have specified the execution state by a set of sensitive transitions instead of a set of current
states. Kermeta aspects are also used to specify operations on metaclasses. They provide an operational
specification of the execution functions as described in the DSA language unit. The advantage is then
the executability of such operations. In TFSM, we have added six operations:

• initialize() on T SF M : Operation i ni t i al i ze() is used to initialize the execution state of the T F SM
(i.e., the current state in our case, lines 6 to 8).

• fire() on Tr ansi t i on: Operation f i r e() is in charge of changing the current state from the source
state to the target state of the transition. It is also in charge of executing the groovy code specified
in the action attribute (lines 14 to 19).

• init() on F SMC l ock: Operation i ni t () is used to initialize the numberOfTicks (not shown in the
listing).

• ticks() on F SMC l ock: Operation t i cks() is used to increment the numberOfTicks of F SMC l ock
(line 26 to 28).

Listing 3.1: part of the Kermeta aspects specifying the DSA

1
2 @ A s p e c t (className=TFSM)
3 c l a s s TFSMAspect e x t e n d s NamedElementAspect {
4 p u b l i c State currentState;
5
6 d e f p u b l i c String initialize () {
7 _self.currentState = _self.initialState;
8 }
9 }

10
11 @ A s p e c t (className=Transition)
12 c l a s s TransitionAspect e x t e n d s NamedElementAspect {
13
14 d e f p u b l i c void fire() {
15 i f (_self.action != null && !_self.action.empty){
16 GroovyRunner.executeScript(_self.action , _self);
17 }
18 _self.source.owningFSM.currentState = _self.target
19 }
20 }
21
22 @ A s p e c t (className=FSMClock)
23 c l a s s FSMClockAspect e x t e n d s NamedElementAspect {
24 p u b l i c int numberOfTicks
25
26 d e f p u b l i c void ticks() {
27 _self.numberOfTicks = _self.numberOfTicks + 1
28 }
29 }

Note that while the DSAs are described by Kermeta aspects over the concepts of the AS, none of them
specifies the execution workflow (like a mai n() operation). The schedule of the different operation
calls is made by the concurrency model according to the MoCC used in the DSML.

3.3.3. Model of Concurrency and Communication + DSE Design

The MoCC defines constraints between events while the DSE defines the coordination between the
different language units defined in the previous sections. While these two units are conceptually sep-
arated, we used a single language (namely MoCCML) to express both. MoCCML is actually split in
two parts, a part that specify constraints between events (namely MoCC on Figure 3.3, corresponding
to Model of Computation on Figure 3.1) and a part that specify a mapping with other units (namely
Mapping on Figure 3.3, corresponding to the DSE of Figure 3.1). After a brief focus on this part of the
approach, we focus first on the DSE design and then on the MoCC design.
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Figure 3.3: Usage of MoCCML for concurrent and timed operational semantics definition

3.3.3.1. Approach Overview

MoCCML is a formal declarative meta-language specifying the concurrency semantics of an executable
language. A MoCCML specification is made up with two different models. The first model, named
MoCC on Figure 3.3, defines a set of constraints between some events. A constraint determines how
its event parameters can be scheduled (i.e., ordered) during a specific run of a model. At any moment
during a run, an event that does not violate the constraints imposed by a relation can occur. The MoCC
model is then a library that specifies MoCC specific constraints. These constraints can be both func-
tional and extra functional as long as they result in constraining the (co)evolution of the events in a
model. For instance, considering the TFSM language previously introduced, the constraints can de-
fine when the guard of a transition must be evaluated or how the clocks from different TFSM evolves
(e.g., there are all synchronized, not at all, with a specific drift). They can also define non functional
properties, like the worst case execution time between of an action due to the effect of an hardware
deployment. The second model, named mapping on Figure 3.3, defines some event types (i.e., DSE),
which are directly woven in the abstract syntax of the language. It also defines how the constraints
defined in the MoCC model must be instantiated for a specific model conforming the language and
what are the rewriting rules (i.e., execution functions from the DSA) that must be called. For instance,
considering TFSM, it defines the event type Enter in the context of a State and the event type Fire in
the context of a Transition. Then, it also specifies that Enter can only occurs synchronously with the
occurrence of Fire of one of its incomingTransitions.

They are eventually instantiated to define the execution model of a specific model (see Figure 3.3). The
execution model is a symbolic representation of all the acceptable schedules for a particular model.

To enable the automatic generation of the execution model, the MoCC is woven into the context of
specific concepts from the abstract syntax of a DSL. This contextualization is defined by a mapping
between the elements of the abstract syntax and the constraints of the MoCC (achieved by the box
named Mapping in Figure 3.3).

The mapping defined in MoCCML is based on the notion of event, inspired by ECL [52], an extension
of the Object Constraint Language [136]. The separation of the mapping from the MoCC makes the
MoCC independent of the DSL so that it can be reused. From such description, for any instance of the
abstract syntax it is possible to automatically generate a dedicated concurrency model (see Figure 3.3).

In our approach, this execution model is acting as the configuration of a generic execution engine (see
"generic execution engine" in Figure 3.3), which can be used for simulation or analysis of any model
conforming to the abstract syntax of the DSL.
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Figure 3.4: Role of the mapping in the generation of the execution model

3.3.3.2. Domain Specific Event Design

In this section, we define the mapping part of MoCCML, i.e., the design of the DSE. One goal of the
mapping is to specify how the constraints from the MoCC are instantiated for a specific model. Instead
of directly writing a transformation, that can be complex and error prone, the mapping is defined be-
tween a MoCC and a language. Then, a high order transformation automatically generates a compiler
dedicated to the language and the MoCC. The resulting compiler takes a model in input and produces
the concurrency model in output (see Figure 3.4).

The MoCCML mapping is based on the Event Constraint Language (ECL [52]); itself an extension of the
Object Constraint Language (OCL [136]). In short, the MoCCML mapping extends OCL by adding the
Event Type. It allows defining Event properties in the context of Metaclass. The MoCCML mapping also
extends the OCL invariant into behavioral invariant, which specifies how the events previously defined
are constrained by the constraints defined in the MoCC.

Background on OCL
OCL is a formal language used to describe expressions on UML or DSL models. Most often, these ex-
pressions specify invariant conditions that must hold for the system being modeled or queries over
objects described in a model. OCL was introduced by the OMG to formally define constraints that
were usually written in natural language. In our context, it contains three important constructions: the
metamodel import, the property definitions and the invariant definitions. These notions are quickly ex-
plained in the remainder of this subsection. More details can be found in the OMG specification [136].

Since OCL can express constraints on different languages (either UML or DSLs), the first section of an
OCL file consists in importing the metamodel(s) (i.e., the AS) on which the constraints are expressed.
Based on this import, it is possible to reference packages and metaclasses defined by the metamodel.
Listing 3.2 shows an excerpt of an OCL file importing the TFSM metamodel defined in Figure 3.2, al-
lowing to navigate in the package named tfsm to the metaclass name System.

import ’ http : / / org . gemoc . tfsm . model/ 1 . 0 ’
package tfsm

context System
[ . . . ]

Listing 3.2: Import of the TFSM metamodel in an OCL specification and navigation in concepts of this metamodel

In OCL, it is possible to define some properties in the context of a metaclass. These properties are
constants, they are evaluated after the load of the model and before any constraint or query. They are
used to define new properties by using (possibly complex) queries. These new properties are then seen
as new properties of the type in which it is defined and can be used in constraints or queries.
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context TFSM
def : allEventGuards : Set <EventGuard> = s e l f . ownedTransitions . ownedGuard−>s e l e c t ( g | g . oclIsTypeOf (

EventGuard ) )

Listing 3.3: Definition of a new property defined in the context of the TFSM concept

A property definition contains three main parts.

• The first important part is the context of the definition, which defines in which metaclass the
property is woven. For instance in Listing 3.3, the metaclass is TFSM, meaning that the property
will be defined for all the instances of this metaclass.

• The second relevant part is the type of the property. OCL being a strongly typed language, the type
of the new property must be given. It can be, in OCL, one of the primitive types (Integer, Real,
Boolean, String or UnlimitedNatural), one of the type provided by the associated metamodel or
a collection. In the example provided in Listing 3.3, the property is a collection of unique Event-
Guard.

• the last important information is the specification of the definition. It specifies the constant value
of the property. It can be defined by any query whose type is compliant with the one of the prop-
erty. In the example given in Listing 3.3, the specification returns the set of event guard defined in
the associated TFSM.

In OCL an invariant is a Boolean expression that must be true at any time during design or runtime. It
is specified in the context of a Metaclass, meaning that any instance of this Metaclass must verify the
invariant. It can be arbitrarily complex and, to simplify its writing, it is possible to use sub expressions
defining local variables to be used in the Boolean Expression.

context System
inv atLeastOneGeneratedEventForAllEventGuardsV1 :

s e l f . tfsms . allEventGuards . triggeringEvent−>f o r a l l (
guardEvent |
s e l f . tfsms . ownedTransitions . generatedEvents−>e x i s t s (
genEvent |

guardEvent = genEvent )
)

inv atLeastOneGeneratedEventForAllEventGuardsV2 :
l e t allGuardEvents : set <FSMEvent> = s e l f . tfsms . allEventGuards . tr iggeringEvent in
l e t allGeneratedEvents : set <FSMEvent> = s e l f . tfsms . ownedTransitions . generatedEvents in
allGuardEvents−>f o r a l l ( guardEvent |

allGeneratedEvents−>e x i s t s ( genEvent | genEvent = guardEvent ) )

Listing 3.4: Two definitions of a same invariant defined in the context of a SigPML Block

In listing 3.4, two equivalent invariants are defined in the context of a TFSM System. They both specify
that for each event guard, there must exist at least one generated event susceptible to trigger the transi-
tion. The first one (atLeastOneGeneratedEventForAllEventGuardsV1) takes advantages of the property
previously defined in listing 3.3. The second invariant uses a sub expression, defined with the let ... in
keywords. Note that the newly defined variables are local to the invariant in which it is defined. Both
styles are functionnaly equivalent. An invariant can be read as “always, for all instances of the context
Metaclass, the valuation of the Boolean expression must return true”.

OCL extensions to allow MoCCML mapping
We reused the previously presented mechanisms from OCL to specify the MoCCML mapping. What
was missing in our context was: 1) a conditional way to weave the events of interest in the context of
a metaclass and 2) a way to specify behavioral invariants, i.e., invariants specifying liveness properties
on the events and whose definition is given in MoCCML.

To extend OCL, we extended its metamodel (see Figure 3.5). First, we defined a MoCCMLmapping as
a CompleteOCLDocument to which we add the possibility to import MoCCML files (by using a MoC-
CImportStatement). By using such imports we have access to the declarations and definitions given in
the MoCCML specification. Then we added the EventType as an OCL Type (i.e., a TypeRef ) to be able
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Figure 3.5: Excerpt of the MoCCML mapping metamodel

to type correspondingly the properties to weave in the metaclasses or the properties used in the let..in
clauses of invariants. It is required to condition the definition of events in specific metaclasses6, con-
sequently we extended the DefCS concept from OCL as a ECLDefCS where a condition is added. The
condition is specified by a Boolean expression (ExpCS), providing the possibility to query the model in
order to define the condition. To specify the behavioral invariants, we introduced two new kinds of OCL
Expressions: Relation and Expression. Both Relations and Expressions are typed by a MoCCML declara-
tion and have a sequence of parameters, each of them being given by an OCL expression. Expressions
can be used in any Event property definition and Relations can be used in invariants to restrict the
coevolution of the specific events given as parameter.

Finally, it is required to implement the protocol resulting from the DSA to DSE communication (see
language unit #4 in Section 3.2). we defined a feedback mechanism (DSAFeedBack). The feedback
mechanism is defined by a set of Cases, themselves defined by a condition on the result of the DSA to
specify when the feedback must be applied, an event and the kind of feedback (FeedBackKind) amongst
force and forbid. It specify if the event must be forced to occur or forbid to occur. The reader can notice
that, to avoid relying on the simulator step to force or forbid an event, we added the on expression to
specify when the event must be forced or until when it must be forbid. More details about the DSE are
provided in [114].

All together, these mechanisms are used to define the DSE, that link the MoCC and the DSA together
to constitute the behavioral semantics of the DSML. They contain the events relevant to the DSML
perspective and how they are linked to the execution functions of the DSA; and on the other hand they
specify queries on the AS to specify the actual parameters that have to be used by the concurrency
model on a specific model. The DSE also specify, if needed, the execution function that must be called
when specific events occur as well as the feedback mechanism.

6This is for instance the case when using a profile on top of UML, where the definition of an event in the context of a metaclass can be
conditioned by the use of a specific stereotype.
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As an illustration of the use of these concepts, we equip a part of the AS depicted in Figure 3.6 with DSE

and we show the instantiation of these DSE on a specific TFSM model. The TFSM language defines the
following DSE: entering and leaving a state, firing a transition, the occurrences (occurs) of a FSMEvent
and the ticks of a FSMClock (see at the top of Figure 3.6). These DSE are defined by using the MoCCML
mapping. A partial MoCCML mapping specification of TFSM is shown in Listing 3.5 where the DSE en-
tering and leaving are defined in the context of State (Listing 3.5: line 3 to 5); occurs is defined in the
context of FSMEvent (Listing 3.5: line 6 and 7), fire is defined in the context of a Transition (Listing 3.5:
line 8 and 9) and ticks is defined in the context of an FSMClock (Listing 3.5: line 10 and 11). When a
metaclass is instantiated, the corresponding DSE are instantiated; e.g., for each instance of the meta-
class State, DSE entering is instantiated. Each instance of DSE is a MSE (Model Specific Event). In the
case of TFSM, since two States are instantiated (S1 and S2), there are two MSE of entering: S1_entering
and S2_entering. All MSE are part of the model behavioral interface.

Figure 3.6: (At the top) The TFSM metamodel with its language behavioral interface. (At the bottom) a TFSM model with its model
behavioral interface.

import ‘ http : / / f r . i n r i a . aoste . gemoc . example . tfsm ’
ECLImport "TFSMMoC. ccslLib "

package tfsm

context State
def : entering : Event = s e l f
def : leaving : Event = s e l f
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context FSMEvent
def : occurs : Event = s e l f

context Transition
def : f i r e : Event = s e l f . f i r e ( )

context FSMClock
def : t i c k s : Event = s e l f . t i c k s ( )

Listing 3.5: Partial DSE definition of TFSM (part 1: declaration of the DSE)

The DSE are optionally associated to rewriting rules defined in the DSA. For instance line 12 of listing 3.5,
the fire DSE is associated to the fire function, defined in the DSA (see listing 3.1). Each time an instance
of the corresponding MSE will occur, it will call the fire method on its associated EObject. Note that
the MoCCML mapping listing imports a MoCC library (line 2 in Listing 3.5). It is used to define some
invariants (in green in listing 3.6), which specify in which context and with which parameter(s) a con-
straint from the MoCC is used. The specification of the actual parameters are specified by querying the
AS. For instance, line 3 of listing 3.6 the Alternates constraint is applied on the enter and leave DSE. To
specify the mapping between MoCC and DSA, it is also possible to create intermediate events by using
expressions over existing DSE. For instance, lines 5 to 17, the invariant specifies that for each transition
of the AS whose guard is of type Tempor alGuar d (line 7), and whose source state of this transition has
more than one other outgoing transitions (line 8), then a constraint of type TemporalTransition must
be instanciated in the concurrency model (line 13). The parameters of the constraints are query from
the AS like for instance line 14. It can also be specified by an expression over existing domain specific
events like specified in line 11, which specifies a new event defined by the Union of all the fire events
from other outgoing transitions from the same source state. It is used here to specify when the event
transition must be disabled (see the formal parameters line 1 in Listing 3.7). These queries define how
the structure of the AS is used to retrieve the actual parameters. For instance, the actual duration of the
temporal transition is defined by the afterDuration attribute defined in the AS (line 10). Note that in
listings 3.5 and 3.6, only the keywords in red are extensions introduced by MoCCML mapping. All other
constructs are pure OCL, that are using constraint defined in MoCCML (imported line 2 of listing 3.5
and shown in green in listing 3.6).

context State
inv EnterThenLeave :

Relation Alternates ( s e l f . enter , s e l f . leave )

context Transition
inv fireWhenTemporalGuardHoldsVariousTransition :

( s e l f . ownedGuard . oclIsKindOf ( TemporalGuard )
and s e l f . source . outgoingTransitions−> s e l e c t ( t | t <> s e l f )−>s i z e ( ) > 0)
implies

l e t guardDelay : Integer = s e l f . ownedGuard . oclAsType ( TemporalGuard ) . afterDuration in
l e t otherFireFromTheSameState : Event = Expression Union ( s e l f . source . outgoingTransitions

−> s e l e c t ( t | t <> s e l f ) . f i r e ) in
Relation TemporalTransition ( s e l f . source . entering ,

s e l f . ownedGuard . oclAsType ( TemporalGuard ) . onClock . t icks ,
otherFireFromTheSameState ,
guardDelay ,
s e l f . f i r e )

context FSMEvent
inv occursWhenSolicitate :

( s e l f . s o l l i c i t i n g T r a n s i t i o n s −>s i z e ( ) >0)
implies

l e t AllTriggeringOccurrences : Event = Expression Union( s e l f . s o l l i c i t i n g T r a n s i t i o n s . f i r e ) in
Relation FSMEventRendezVous ( AllTriggeringOccurrences , s e l f . occurs )

Listing 3.6: Partial DSE definition of TFSM (part 2: use of constraints)

Listing 3.6 shows another invariant, which defines the FSMEventRendezVous constraint on the MoCC.
This constraint is changed in section 3.5 to highlight the impact of a MoCC variation. From such a spec-
ification, it is possible to generate a CCSL specification that represents the concurrency model for any
model that conforms to the AS; i.e., a model that contains the actual constraints and their parameters
according to a specific model7.

7the concurrency model is actually the equivalent of the concurrent and timed aspects of the behavior model from Chapter 2
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3.3.3.3. Definition of MoCCML Constraints

MoCCML mapping defines how the constraints are mapped on the AS of a DSML and the DSA. However,
the meta-language used for the specification of the MoCC constraints must specify the constraints on
events independently of the AS and the DSA on which it is applied.

We exploited the library mechanism of the Clock Constraint Specification Language (CCSL) [127] for
specifying the MoCC (at the DSML level). We consistently chose CCSL specifications to represent the
instances of the MoCC as concurrency models (at the model level). In CCSL, a concurrency model
is a set of constraints whose definitions and formal parameters are given in libraries. In this context, a
CCSL library specifies MoCC specific constraints. These constraints specify the correct evolution of the
events given as formal parameters of the constraints. More precisely it is a reusable set of constraints
considered as consistent with regards to a specific MoCC; it defines the possibly timed synchroniza-
tions and causality relationships between some events and such constraints have already shown to be
a good candidate for the specification of the concurrent and temporal aspects of a language (see sec-
tion 2.5). It is not possible to specify any data manipulation aspects in CCSL so that it fits with the
separation of concern between the concurrent and temporal aspects in the MoCC and the computa-
tional aspects in the DSA.

For the TFSM example, we defined all the constraints dedicated to the TFSM MoCC in a specific library.
From the external point of view, only the declarations of the constraints are exhibited. For instance we
have defined TemporalTransition and EventTransition constraints whose declarations are presented
in Listing 3.7. Each declaration exposes a set of formal parameters, which are needed to specify the
constraint between the events (named clocks in CCSL). For instance, for the temporal transition re-
lationship, four events are important, the event that starts the "timer", the event used to measure the
time, the event that disables the transition (i.e., makes it non fireable until the next timer starts), and the
clock that actually fires the transition. Additionally, the integer representing the delay after which the
transition should be fired is also a parameter. Such parameters represent the information that should
be provided by the MoCCML mapping so that the MoCC can be used. Such declarations do not make
any assumptions about AS and DSA.

Listing 3.7: Excerpt of a MoC library used for TFSM (using CCSL)

1 R e l a t i o n D e c l a r a t i o n TemporalTransition(TemporalTransition_MakeFireable:clock ,
TemporalTransition_RefClock:clock , TemporalTransition_Reset:clock ,
TemporalTransition_delay:int , TemporalTransition_Fire:clock)

2 R e l a t i o n D e c l a r a t i o n EventTransition(EventTransition_MakeFireable:clock ,
EventTransition_Trigger:clock , EventTransition_Reset:clock , EventTransition_Fire:
clock)

During the various experiments we realized, CCSL was expressive enough to specify the MoCC con-
straints. However, it was difficult to use it to specify state based constraints, i.e., constraints that nat-
urally behave differently according to their history. In order to ease this task, we extended CCSL with
a state based representation of constraints. This extension is fully described both syntactically and
semantically in a research report [57]. In this section, we quickly describe a specific constraint and
overview the formal operational semantics of MoCCML. The reader should note that the state based
definition of a constraint (a MoCCML one) is based on a CCSL declaration. There is consequently no
difference in the use of a constraint defined in CCSL or in MoCCML.

Figure 3.7 represents the definition of the temporalTransition MoCCML constraint used in Listing 3.6.
The transition between states can be guarded by a set of events and a predicate based on internal vari-
ables and parameters. In a specific state, the events that are part of the parameters but not referenced
by an outgoing transition are forbidden. For instance in Figure 3.7, there are two transitions from and
to the waitingStateEntry state. This is a mean to signify that the associated events are not constrained
in this state, i.e., they can then occur freely, but not synchronously since there is no transition with
both events. Also, a transition can have an effect, like for instance incrementing an internal value (see
transition on the right of Figure 3.7 for an example).

The operational semantics of MoCCML constraints is defined in the next paragraphs.

Operational Semantics of MoCCML Constraints The MoCCML language is extending the opera-
tional semantics of CCSL from [6] with the notion of death and birth and is consistently defined in [57].
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Figure 3.7: The temporalTransition MoCCML constraint in the actual MoCCML editor

In the following paragraph, we only overview the operational semantics of the state based constraints.
Roughly speaking, the semantics of a constraint automaton is a set of boolean equation over the clocks.
In this sense, a constraint automaton is a specific kind of relation and integrates naturally with the other
constraints written in CCSL.

MoCCML automaton relations Before to specify the Structural Operational Semantics of the con-
straint automaton, we provide the syntactic definitions used in the remainder of the section. A MoC-
CML automaton R is a tuple < S, i ,St ,C ,V ar,Pr e,E f f ,R >, where:

- S is a set of states;

- s0 ∈ S is the initial state;

- St ∈ S is a set of terminal states;

- C is a set of clocks, known as the alphabet of the relation;

- V ar is a set of variables assuming values from a finite domain (denoted D);

- Pr e is a set of preconditions on the valuation of the variables;

- E f f is a set of effects updating the value of one or more variables;

- R ⊂ S×Pr e×2C ×E f f ×S, defines an automaton as a subset of possible transition relations, where
a transition relation is guarded by a precondition, constrained by a set of clocks and applies a set
of effects when fired.

Let V var ⊂ D1×. . .×Dn be the set of all possible valuations of the variables in the model. In the following
we denote one of such valuations with v = 〈v1, . . . , vn〉, where vi ∈ Di . The set of all possible execution
configurations of a relation is S exe ⊂ S ×D1 × . . .×Dn . Simply put, the configuration of one relation R
during execution is given by extending the variable valuation with the current state. In the following
such a configuration will be denoted as 〈s,〈v1, . . . , vn〉〉R or simply 〈s, v〉R . The initial configuration of a
relation 〈s0, v0〉R associates to the initial state of the relation the initial valuation of the variables.

Let V C be the set of all possible clock valuations, where a clock valuation is defined asαC = {b|b = tr ue
iff clock c ticks and f al se otherwise, ∀c ∈ C }. We say that a valuation αC ∈ V C satisfies a formula φ,
written αC |=φ, iff φ evaluates to tr ue after replacing every clock x occuring in φ by αC [x].

φR
t =

[( ∧
c∈C t

c

)
∨

( ∧
c∈C t

¬c

)]
∧

( ∧
c∈(C R \C t )

¬c

)
(3.1)

The Equation 3.1 represents the boolean clock contraint contributed by a transition t of a relation R.
The clocks guarding the transition can tick (the first term) or not (the second term). The clocks in the
vocabulary of the relation that are not present on the transition (C R \C t ) are blocked (the last term).
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enabl ed(〈s, v〉R ) =
{

s
[p]c{e}−−−−→ t

∣∣∣∣s [p]c{e}−−−−→ t ∈ R ∧ v |= p

}
(3.2)

Given a relation R in the configuration 〈s, v〉, the Equation 3.2 defines the enabled set, which is the set
of transitions from the state s with the precondition satisfied by the variable valuation (v |= p).

φR
〈s,v〉 =

( ∨
t∈enabl ed(〈s,v〉R )

φR
t

)
(3.3)

The Equation 3.3 defines the clock contraint contributed by the relation R in the configuration 〈s, v〉.

f i r eabl e(〈s, v〉R ,αC ) =
{

s
[p]c{e}−−−−→ t

∣∣∣∣s [p]c{e}−−−−→ t ∈ R ∧ v |= p ∧αC |= ∧
c∈c

c

}
(3.4)

The set of fireable transitions of a relation R in the configuration 〈s, v〉, allowed by the clock valuation
αC , is given in Equation 3.4 that selects amongst the enabled transitions the ones whose set of clock
satisfies the clock valuation.

〈s, v〉R ∧ s
[p]c{e}−−−−→ t ∈ f i r eabl e(〈s, v〉R ,αC )

〈s, v〉∧C
JeK−−→〈t , v ′〉∧C ′

(tr ansi t i oneval uati on) (3.5)

Finally, each of the fireable transition implies a possible change in the valuation of the variables and in
the set of clocks according to the semantics of the effect of the transition (see the rewriting rule 3.5).

the remainder of the section defines the semantics of precondions and effects. The abstract syntax:

k ∈ Con //Const ant s

x ∈ Ide //V ar i ablei denti f i er s

e ∈ Exp //E xpr essi ons

a ∈ Eff //E f f ect s

e ::= k

| x

| unop e

| e1 binop e2

a ::= x := e

| birth(c)

| kill(c)

| a1 ; a2

The semantics:

(V ,C )

V [x 7→ JeK(V ,C )]
(Jx := eK) (3.6)

(V ,C )

Ic = c↑
(Jbirth(c)K) (3.7)
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(V ,C )

Ic =Ic + c↓
(Jkill(c)K) (3.8)

(V ,C )

(Ja2K◦ Ja1K)(V ,C )
(Ja1; a2K) (3.9)

We used such constraints to define several different languages (see Section 3.5). The declarative nature
of the constraint helped a lot to exhibit refinement of the applicative concurrency when deployed on a
specific execution platform model. But before to enumerate some examples on which we applied the
constraints, we describe in the next section, the integration of the approach in the GEMOC Studio.

3.4. Integration of the approach in the GEMOC Studio

3.4.1. Overview of the GEMOC Studio

The design of the GEMOC studio has been thought so that several different execution engine (making
explicit the concurrency and temporal aspects or not) can be integrated. The main goal was to provide a
generic set of execution and debugging services to be used by different execution engines. In addition,
the GEMOC studio has been used to implement the proposition detailed on section 4.4 about the co-
ordination of heterogeneous languages. In the next section, we focus on the execution and debugging
of models conforming concurrent and timed languages.

The GEMOC Studio is an Eclipse package atop the Eclipse Modeling Framework (EMF), which includes:

• The GEMOC Language Workbench: to be used by language designers to build and compose new
xDSMLs,

• The GEMOC Modeling Workbench: to be used by domain designers to create and execute models
conforming to xDSMLs.

The different ingredient of a DSML, as defined in the previous sections with the tools of the language
workbench, are automatically deployed into the modeling workbench. They parametrize a generic
execution framework that provides various generic services, such as graphical animation, debugging
tools, trace and event managers, timeline visualizations, etc.

3.4.2. Overview of the Execution Framework

Figure 3.8 shows an overview of the execution framework offered by the GEMOC studio, far beyond
the “only” execution of models conforming xDSMLs. This was made possible by the enthusiastic con-
tribution of different people, both technically and scientifically (see http://eclipse.org/gemoc/
committers and http://gemoc.org/ins/partners.html for a list of some of them). We focus in
the remainder of this section on the concurrent and timed execution. Other details are provided in the
original paper [31]. Note that for this paper, all the artifacts allowing the different experimentation were
reviewed, making the different features not only a wish list but a set of actually implemented artifacts.
At the middle, the xDSML defined in the language workbench is depicted. It is composed of abstract
and concrete syntaxes, and of operational semantics. For a given xDSML, the operational semantics
are defined using a specific metaprogramming approach (in our case, the one depicted in the previous
sections). Since the GEMOC Studio is based on EMF, Ecore is used to define the abstract syntax, and at
runtime the executed model is a set of EMF objects. For defining the concrete syntax, the Sirius toolkit
is used. For more information and examples on the language workbench, please refer to the official
documentation8.

8http://gemoc.github.io/gemoc-studio/publish/guide/html_single/Guide.html

http://eclipse.org/gemoc/committers
http://eclipse.org/gemoc/committers
http://gemoc.org/ins/partners.html
http://gemoc.github.io/gemoc-studio/publish/guide/html_single/Guide.html
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Figure 3.8: Overview of the GEMOC Execution Framework (taken from [31])

At the bottom, the modeling workbench supported by the execution framework is shown. This work-
bench allows the user to define an executable model conforming to an xDSML, and execute it using
an execution engine and a selection of addons. An addon is developed using the execution frame-
work and provides a set of runtime services (e.g., animation or debugging). A specific execution en-
gine that follows the approach presented earlier has been developed using the execution framework.
It is responsible for integrating the interpreter of the considered xDSML – developped using the same
metaprogramming approach as the engine – with the addons provided in the studio. This implies send-
ing notifications to addons regarding the execution (e.g., beginning of the run, start or end of a rule,
etc.). By reacting to notifications, an addon may query the engine to ask for information, which can be
used to provide a view that gets updated during the execution, or control the execution of the model, or
even modify the model. Some addons are generated (e.g., trace management), while others are generic
and compatible with any engine. At runtime, the executed model contains a dynamic execution state
that is modified by the interpreter and by addons.

3.4.3. Interface of the Execution Framework

The integration of an engine in the framework requires that notifications are sent to the attached ad-
dons during the execution (i.e., during the execute operation). For this purpose, the framework defines
the common notion of execution step, a step being the application of one or several concurrent execu-
tion rule(s) of the operational semantics. When an engine is about to apply such rules, it must create
a step object containing information about the executed rule (identifiers of the rule, parameters given,
etc.). Then this step object must be used to notify addons of both the start and the end of a step. Step
objects are also used in the framework for other purposes, such as the storage of a stack of the steps
currently being executed, or to be directly stored within an execution trace.

Since a significant part of the logic is common to all execution engines, the framework provides a basic
abstract execution engine that can be extended into a concrete engine. This abstract engine implements
part of the API described above, such as the services to manage the status, to add or remove addons,
and to start or stop. In addition, this abstract engine provides internal services to notify all addons of
the progress of the execution, although the task of calling these services at the right instants is left to
the concrete engines. In particular, a service called beforeStep is provided to be called at the beginning
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of a step, and second called afterStep must be called at the end. Depending on the technique used to
define the execution semantics, the integration of these operations in the operational semantics can be
done in different ways (instrumentation, event listeners, etc.).

Addons are components that can be defined to provide runtime services. Such services need to be con-
nected to the ongoing execution of a model in order to follow the execution and to extract information
(e.g., the content of the execution state) or to control the execution (e.g., pause or provide input). To that
effect, the GEMOC execution framework provides an API that defines an addon as a component with
at least four operations that are synchronously called by the engine during the execution of a model:
engineStarted when the execution starts, engineStopped when the execution ends, aboutToExecuteStep
when the engine is about to start an execution step, stepExecuted when an execution step finished.
Within the implementation of one of these operations, an addon can access the engine and its status,
the executed model, or even the graphical interface of the studio. Therewith, an addon can accomplish
a large diversity of tasks, such as changing the executed model, pausing or stopping the execution,
displaying information, or sending some input data to the engine.

These artifacts and methods have initially been influenced by the work realized in TimeSquare (mainly
on the trace and backend aspects), making the first implementation quite straight forwards. However,
it evolved a lot during the live of the GEMOC studio to introduce more possibility and flexibility in
the studio, like for instance the use of multi-dimensional traces as defined in [30] or different way to
control/choose the executions steps.

3.4.4. The concurrent and timed Execution Engines

The concurrent and timed execution engine relies is dedicated to operational semantics where the
(possibly concurrent and timed) control is described in the MoCCML formal language (see section 3.3.3,
[58]), while the execution rules are written in any Java based language (e.g., Kermeta [134] or ALE 9. In
this case, the initialize operation creates a so called concurrency model according to the operational
semantics, where some relevant events are defined, constrained together and linked to execution rules
defined in Java (or any Java-based language). Then the execute operation consists in a loop that asks for
the next possible steps to the Timesquare solver [51]. There are potentially several possible steps since
it considers all acceptable interleavings of the events. An addon allows the user to manually select the
next desired step or to ask the solver to do it according to a specific policy (see section 2.4) Once a step
is selected, it calls the corresponding Java methods as required. Notifications to and from addons are
received and sent directly by the engine during this execution loop. Note that the execution can be a
bit more complex due to the possible feedback, that prune some of the path from the execution model
according to results from the execution rules (see section3.2.3).

3.4.5. Runtime Services linked to the concurrent engine

Using the API for addons that we described, we implemented a set of generic and specific runtime
services that can be either shared among the different execution engines of the GEMOC Studio or used
only for a specific engine.

Debug and Graphical Animator. The graphical animator is an addon that updates different views
in order to display the current execution state of the executed model, hence helping to understand
models under execution. Since the GEMOC Studio is based on Eclipse, the animator is connected to
the Eclipse debug UI to display the stack of currently executed steps in the Debug view, and the values
of the execution state in the Variables view. In addition, if a graphical concrete syntax was defined for
the xDSML using Sirius, the animator updates a graphical representation of the execution state of the
model during the execution.

Multi-Branches Execution Trace Addon. The concurrency specific multi-branches trace addon cap-
tures traces that contain different branches, each linked to a choice made during a non-deterministic

9http://gemoc.org/ale-lang/

http://gemoc.org/ale-lang/
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Figure 3.9: Screenshot of the omniscient debugger with two branches.

situation of the execution. This addon is used by the multibranch omniscient debugger to perform
back stepping and therefore to create new branches in a trace as defined in the next paragraph.

Omniscient Debuggers. The multi branch trace addon is also a support for omniscient debugging.
They can provide services expected by any debugger (e.g., step into/over, breakpoints) thanks to an
integration with the Eclipse Debug UI. In addition, they provide services to explore the execution back-
ward in time (back), by relying on the execution traces constructed by the trace addon. It relies a view
called a MultiBranch Timeline, which is an interactive graphical representation of the trace. It enables
the exploration of different execution traces. It allows the creation of new branches by going back in
time and making different choices. For instance in Figure 3.9, we have two execution traces. The one on
top was followed to do 4 execution steps, then the user went back in time at step 1 and made a different
choice (exploring potential interleaving of actions due to concurrency). Blue circles are steps that have
been executed, green circles are potential execution step that have not been explored and yello steps
are future execution steps to explore.

VCD. The VCD addon provides a representation of the execution in the form of a timing diagram
represented in the Value Change Dump format (VCD) defined by the IEEE Standard 1364-1995 and
extended in the IEEE Standard 1364-2001. It represents the potentially parallel evolution of the calls
of the execution steps. This illustrates the possibility to adapt the GEMOC studio addons to specific
domains In this case it is adapted to the Electronic Design Automation (EDA) domain, which is used to
this kind of format.

Here we reused directly the TimeSquare back-end and adapted it to the GEMOC addon mechanism.

Stimuli Manager. The stimuli manager is an addon provided to send stimuli to an ongoing execution.
This addon provides a view showing all the possible stimuli (in our specific case events) that can be sent
to the execution, This addon is interesting for concurrent executions that may depends on external
stimuli, e.g., to simulate/record/replay stimuli from the external environment.

Step Decider. The step decider is an addon provided to make choices in concurrent situations during
an ongoing execution. It provides a view that shows all the steps possible at a given point in time, and
gives the possibility to rely either on an existing decider (e.g., the random decider to make a choice at
random), or to manually choose the next step from the displayed possibilities. Like the stimuli manager,
this addon is only interesting for concurrent semantics with different possible steps at some points in
the execution.

Papyrus Animator. Since GEMOC relies on EMF, it can be used to develop executable models based
on UML like models (like for instance in [22]). To ease debugging and provide feedback directly on the
papyrus model, we adapted the papyrus animator from TimeSquare to the GEMOC addon mechanism.
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This is close to the Sirius Animator described above but without the interesting possibility to customize
the application.

3.5. Validation and Discussion

In order to validate our approach we built several languages in the last years. All the languages have not
always been developed in their totality since some of them are very big and our goal was only to ensure
the applicability of the approach.

here is a non exhaustive list of the languages that have been developed in the last 5 years in the GEMOC
Studio according to the approach presented below. Note that we reused some of the Abstract and Con-
crete Syntaxes (e.g., in Capella and UML).

ArduinoML is a small DSL to develop both the software and the hardware configuration (with sensors
and actuators) of Arduino boards. It has been used also in education at the polytech’Nice engineer
school. (here is a video of the model of three boards communicating through bluetooth: https:
//youtu.be/dtJZyK1RM2A)

UML as developed in the EMF framework

• Sequence Diagram

• State Charts

• Activity diagram (model execution challenge winner [47], a partial video explaining the con-
current aspects is available here: https://youtu.be/ko53lL2fkUA)

Capella (partially) is an open source System Engineering language developed initially by Thales and
now supported by polarsys (http://polarsys.org/capella). In our experiments, beyond ex-
ecution and debugging, it was the support for the injection and verification of execution traces
provided by an external tool. A video explaining this process is available here: https://youtu.
be/ESIX2PFGiDU)

• Temporal scenario, functional architecture and deployment

• Mode automata and functional architecture

temporal and modal Message Sequence Chart is a specification language based on model MSC where
time and deployment on an hardware architecture has been conducted to understand the impact
of the execution platform on the timing analysis (this work was realized in collaboration with Jörg
Holtmann and Ruslan Bernijazov from Fraunhofer IEM, Paderborn, Germany. See [22] for details).

MuVArch (developed during the PhD of Ameni Khecharem) is a multiview architecture in which each
view is structured into different concerns. The approach was mainly used to make executable
the controller view, used to schedule the different manager (e.g., a power manager or a thermal
manager)

SMCube is a formal state charts language used in embedded systems (it is more or less equivalent to
state flow from Mathworks in the XCos tool suite, http://www.evidence.eu.com/products/
smcube.html). This is a pretty complex language, entirely developped with support of model
level code written in the Groovy language.

Communicating FSM is a simple language used for the tutorial at models 2017: https://github.
com/gemoc/MODELS2017Tutorial.

TFSM is an illustrating language based on state machine with the addition of polychronous time. It has
been introduced in [44] and is now one of the GEMOC official sample for the concurrent engine.
The first working integration of the approach presented below can be viewed on a complementary
video: https://youtu.be/gT1QUlmFkLM. This allows to appreciate the improvements done in
the tooling over the last 5 years.

ComponentModel and TFSM is the used of the previous TFSM in a component architecture where
the state machine communicate either ni a synchronous or asynchronous way through port and
connectors. It has been presented at the ECNU summer school in Shanghai.

https://youtu.be/dtJZyK1RM2A
https://youtu.be/dtJZyK1RM2A
https://youtu.be/ko53lL2fkUA
http://polarsys.org/capella
https://youtu.be/ESIX2PFGiDU
https://youtu.be/ESIX2PFGiDU
http://www.evidence.eu.com/products/smcube.html
http://www.evidence.eu.com/products/smcube.html
https://github.com/gemoc/MODELS2017Tutorial
https://github.com/gemoc/MODELS2017Tutorial
https://youtu.be/gT1QUlmFkLM
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Bus Analyzer is a prototype language developed to analyze the bus occupancy according to commu-
nicating slaves and masters abstracted according to their production/consumption of data. Sim-
ulation results are plot in graph during the simulation.

MarkedGraph is a conflict free homogeneous PetriNet used in the documentation of the GEMOC Stu-
dio

SigPML is an extension of SDF with the hardware platform and allocation of agents on it. It also embed
the code of agents in the form of Groovy code. It is the second official example for the concurrent
engine.

AADL (partially), a modeling language for safety critical systems (http://www.aadl.info). We cov-
ered here only the deployment of communicating Threads on Processors.

Communicating real time tasks is a small test to illustrate how we can express classical real time prob-
lems and analyze them.

EAST-ADL (partially) an architecture language from automotive industry. We covered here only the
“functional analysis architecture” package

TADL2 (in collaboration with Arda Goknil) is the Timed Augmented Description Language developed
in the Timmo2use project. It should have help dealing with multiform time and symbolic timing
expression in automotive.

Nodeus is a language for the development of non intrusive silver age health monitoring. It has been
developed in the context of a (now aborted) transfer of technology between Inria and a small
company.

It is important to notice that, when using the GEMOC studio to define the concurrent operational se-
mantics of such languages, they all benefit from model animation, debug facilities, omniscient debug-
ging and state space construction possibility.

All these examples allowed us to be confident in the applicability of the approach. However, we should
admit that we tend to focus mostly on modeling, architecture languages and we did not pay enough
attention to more classical an complex programming languages to ensure the correct expressiveness of
the approach.

Nevertheless, we were able to express the concurrent and timed operational semantics of various dif-
ferent languages. When done, the concurrency model represent the maximum parallelism of the appli-
cation. We also shown on examples like SigPML or AADL that we were able to take into account con-
straints from the execution platform, whose effects are mainly to restrict the application parallelism
and add/fix delays between communications. However, we did not try to specify very low effects of the
architecture deployment, yet.

3.6. Related Work

Much work has been done on the design and implementation of both DSML and models of compu-
tation. In this section, we propose a conceptual and technical framework to take benefits from both
underlying theories. This section presents some of the related work in the field of language design and
implementation, and then in the field of models of computation.

The problem of the modular design of languages has been explored by several authors (e.g., [65, 172]).
For example, JastAdd [65] combines traditional use of higher order attribute grammars with object-
orientation and simple aspect-orientation (static introductions) to get a better modularity mechanism.
With a similar support for object-orientation and static introductions, Kermeta and its aspect paradigm
can be seen as an analogue of JastAdd in the DSML world. The major drawback of such approach is that
none of them provides a native support for concurrency.

A language workbench is a software package for designing software languages [169]. For instance, it
may encompass parser generators, specialized editors, DSLs for expressing the semantics and oth-
ers. Early language workbenches include Centaur [26], ASF+SDF [107], and TXL [49]. Among more
recent proposals, we can cite Generic Model Environment (GME) [159], Metacase’s MetaEdit+ [162],
Microsoft’s DSL Tools [48], Krahn et al’s Monticore [111], Kats and Visser’s Spoofax [100], Jetbrain’s MPS

http://www.aadl.info
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[168] or de Lara et al. Atom3 [50, 128]. The important difference of our approach is that we explicitly
reify the concurrency concern in the design of an executable language, providing a dedicated tooling
for its implementation and reuse. Our approach is also 100% compatible with all EMF-based tools (at
the code level, not only at the abstract syntax level provided by Ecore), hence designing a DSL with our
approach easily allows reusing the rich ecosystem of Eclipse/EMF.

Models of computation, and in particular the concurrency concern, have been mainly tooled in three
different workbench: Ptolemy [64], ModHel’X [87] and ForSyDe [153]. Each of them have their own pros
and cons but they are all based on a specific abstract syntax and API. On one hand the unique abstract
syntax avoids their use in the context of specific DSMLs and on the other hand the use of an API to
apply a specific MoCC creates a gap between the MoCC theory and the corresponding framework. In
our approach we use the notion of DSE to link a MoCC to the DSA of a specific DSML and we use CCSL
to specify the MoCC in a formal way, closer to theory like event structures or tagged signals. A similar
approach has been used in BIP [15], where a specific algebra is used to describe the interactions through
connectors between behaviors expressed in timed automata. From the properties of the connectors,
it is possible to predict global properties of the models. This approach is interesting in its analysis
capacity but is tailored to the composition of timed automata. Finally another approach based on
CCSL has been used in [28] to describe two MoCC and the interactions between heterogeneous models
of computation. This approach improved ModHel’X workbench but is still dedicated to apply a MoCC
to a specific abstract syntax. However, it gives good hint for the use of the approach proposed in this
paper for the composition of heterogeneous executable modeling languages.

3.7. Conclusion about the Modeling of Concurrent and Timed Opera-
tional Semantics.

This work proposes an approach that reifies the key concerns to design and implement a concurrency-
aware executable DSML (AS, DSA, MoCC and DSE). The approach is supported by the GEMOC Stu-
dio eclipse project (http://eclipse.org/gemoc), a language workbench based on EMF, including a
meta-language dedicated to each concern to design concurrency-aware executable DSMLs in a mod-
ular way. Then, the implementation of a DSML automatically results in a dedicated environment for
concurrent execution, debugging and exploration of the conforming models. The explicit modeling of
concurrency as first-class concern paves the way to a full understanding and configuration ability of
the behavioral semantics. Additionally, the modular design enables the reuse of existing MoCC library
that come with specific analysis capabilities and tool support. We illustrated our approach and lan-
guage workbench on the design, the implementation and the use of various different languages, either
already existing like UML or Capella or developed from scratch like Nodeus or ArduinoML.

We have many perspective on this work. They are detailed in section 6.

http://eclipse.org/gemoc
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4.1. Introduction

The development of complex software intensive systems involves interactions between different sub-
systems. For instance, embedded and cyber-physical systems require the interaction of multiple com-
puting resources (general-purpose processors, DSP, GPU), and various digital or analog devices (sen-
sors, actuators) connected through a wide range of heterogeneous communication resources (buses,
networks, meshes). The design of complex systems often relies on several Domain Specific Modeling
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Languages (DSMLs) that may pertain to different theoretical domains with different expected expres-
siveness and properties. As a result, several models conforming to different DSMLs are developed and
the specification of the overall system becomes heterogeneous.

To understand the system and its emerging behavior globally, it is necessary to specify how models and
languages are related to each other, in both a structural and a behavioral way. This problem is becom-
ing more and more important with the globalization of modeling languages [45]. Whereas the MDE
community provides some extensive support for the structural composition of models and languages
(e.g., [72, 110]), in this work, we rather focus on the coordination [78] of behavioral languages to provide
simulation and/or verification capabilities for the whole system specification. In current coordination
approaches [68, 78, 156, 164], the coordination is manually defined between particular models. This is
usually done by integrator experts1 that apply some coordination patterns according to their own skills
and know-how.

In this chapter, we leverage the integrator expert’s skills into a dedicated language named B-COOL
that allows for capturing coordination patterns for a given set of DSMLs. These patterns are captured
at the language level, and then used to derive a coordination specification automatically for models
conforming to the targeted DSMLs. The coordination at the language level relies on a so-called lan-
guage behavioral interface. This interface exposes an abstraction of the language behavioral semantics
in terms of Events. B-COOL helps understand and reason about the relationships between different
languages used in the design of a system.

The chapter is organized as follows. Section 4.2 provides an extensive view of the background, Section
4.2.3 sum-up the main issues in the coordination of behavioral models, and shows how they can be
tackled by explicitly capturing coordination patterns at the language level. Section 4.3 defines the no-
tion of language behavioral interface by using an example language named Timed Finite State Machine
(TFSM). This language is used later in Section 4.4 to illustrate B-COOL. In Section 4.5, we validate the
approach by using B-COOL to capture three coordination patterns between two languages: TFSM and
fUML Activities. Section 4.6 gives an overview of the implementation of B-COOL in the GEMOC Studio
Section 4.7 concludes with a brief summary and a discussion of ongoing and future actions.

4.2. Background on Existing Approaches

Based on a DSML, a domain expert builds a model to describe the structure and the behavior of a
domain. However, the development of complex applications is often tackled by several domain experts.
Each domain expert uses its own DSML to describe a part of the system. Thus, the use of several DSMLs
results in a heterogeneous specification, i.e., made of models that conform to different DSMLs.

At some point of the development, a global representation of the system is needed to reason about the
system as a whole. For instance, a system designer must be able to perform verification and validation
activities of the overall system. Thus, it is necessary to specify how models and languages are related in
a structural and behavioral way.

This chapter presents the state-of-art approaches that give support for the heterogeneous development
of systems by providing composition and/or coordination of models/languages. We begin by present-
ing Composition Approaches that propose to compose models/languages to obtain a new model/lan-
guage. We continue by presenting Coordination Approaches that propose to specify the interaction
between model/languages into an additional model so-called Coordination Model.

4.2.1. Composition Approaches

Composition approaches propose to compose models/languages into a new model/language. We cat-
egorize these approaches into approaches that compose models and approaches that compose lan-
guages, in both structural and behavioral way. In the following, we first present Model Composition
Approaches, and then, we continue with Language Composition Approaches.

1also called system designers
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4.2.1.1. Model Composition Approaches

Model composition has as goal to get a resulting model that is built by composing one or more models
of the same language or from different languages. The resulting model can conform to the input model
languages, or to a different language.

Some approaches [33, 72, 110] have automated the composition between models by using two opera-
tors: matching and merging. The matching operator is used to look for syntactic similarities between
models. This results in a set of correspondences between model elements that defines what elements
must be composed (definition in intention). From a set of correspondences, the merging operator gen-
erates a new model in which the matched elements are composed into new model elements. In [33],
authors identified that the composition between models always relies on a merging of structure. They
propose a matching and merging operator to compare different approaches of model composition.
However, they do not propose any implementation.

In [72], the composition of models is also automated by relying on two generic operators:

• A matching operator that selects model elements by comparing the signature of the elements;

• A merging operator that composes the selected elements by using a generic algorithm [151].

These operators have been implemented in a tool named Kompose which is based on the Ecore meta
language. Thus, the operators can be used to compose models that conform to different languages, as
long as they conform to the same meta language (i.e., Ecore).

While in Kompose these operators are generic, Epsilon [110]2 provides dedicated languages to define
both the matching and merging. The matching is specified in the Epsilon Comparison Language (ECL)
and the merging is specified in the Epsilon Merging Language (EML). ECL is used to define matching
rules to specify correspondences between concepts of two languages. Matching rules apply between
models and select elements that must be composed. Then, the EML is used to define merging rules that
specify how the matched elements must be composed. This results in a new model. The metamodel of
both the input models and the output model must conform to Ecore.

The approaches previously studied rely on structural similarities of the models for the composition. In
other words, the matching operator only focus on the syntax of languages. While this works well with
structural models such as class diagrams, it becomes a limitation when working with model whose
structure represent a specific behavior like for instance Sequences Diagrams (SD). Thus, to produce a
meaningful composition operator for SD, the order in which events and messages have to be composed
is based on the semantics of the language. In the following, we present some approaches that have
addressed this problem by proposing an asymmetric composition of models.

Aspect Oriented Modeling approaches (AOM) [104–106] propose an asymmetric composition of mod-
els in which one model plays the role of base and other the role of aspects, both models conform to the
same language. The composition of aspects into the base model is named weaving. An aspect is made
of a pointcut and an advice. The pointcut is a predicate over a model that is used to select relevant
model elements called join points. The join points are correspondences between the aspects and the
base model. During the weaving, the join points are matched in the base model, and then, they are
replaced by the advices, i.e., the elements of a model (aspects) are injected (woven) to another model
that conforms to the same metamodel. The weaving acts as merging operator that replaces the join
points by the advices.

In some approaches, the weaving of aspects considers the behavioral semantics of languages. For ex-
ample, in [104], authors propose the weaving of aspects in which the base model and the aspects are
represented by SD. An aspect is defined as a pair of SD: one SD serves as a pointcut (specification of the
behavior to detect), and one serves as an advice (representing the expected behavior at the join point).
When a behavior in the base model is detected, the join point is replaced by the SD that represents the
advice. However, the detection of behaviors cannot be performed by only considering the syntax of the
SD [103]. For example, consider a loop over a basic scenario where we have a message ‘a’ and then a
message ‘b’. We want to weave some extra-behavior into our system each time a message ‘a’ directly

2http://www.eclipse.org/epsilon/

http://www.eclipse.org/epsilon/
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follows a message ‘b’. The only way to detect such a behavior is to unroll the loop thus using knowl-
edge about the semantics of the loop construct. Therefore, these approaches use the knowledge of the
behavioral semantics of languages for the weaving. The weaving algorithm varies depending on the
approach. Thus, the resulting SD varies from one approach to another.

In this subsection, we have presented approaches that automated the composition between models
by relying either on a matching and a merging operator or a weaving of aspects. Most of these ap-
proaches focus on the syntax of languages. Some of them identified that, in some cases, it is necessary
to retrieve information about the behavioral semantics of the languages to compose the models. These
approaches support the heterogeneous modeling of a system by providing composition capabilities. In
this sense, they are suitable for development of a single system by using different DSMLs. In the next
subsection, we present approaches that propose to compose languages into a new language.

4.2.1.2. Language Composition Approaches

Language composition approaches provide techniques to compose different languages into a new lan-
guage We start by presenting approaches that compose the syntax of languages into a new syntax [67].
Then, we present an approach [40] that proposes to define the behavioral semantics of a language as
the composition of different language behavioral semantics.

In the literature, Emerson et al. [67] propose three techniques that compose the syntax of different
languages into a new language syntax:

• Merge: The merging composes two languages that share a concept. These concepts are used as
“join points" to stitch the two languages together into a unified whole;

• Interfacing: When languages do not present join points, the composition requires an interface.
Thus interfacing composes languages that capture distinct but related domains by relying on an
interface;

• Refinement: One language captures in detail a modeling concept that exists only as a “blackbox"
in a second DSML, i.e., the concept defined in one language refines the concepts from another
language.

These techniques have been implemented in the GME framework [67], which is based on the MetaGME3

meta language. The refinement and interfacing have also been implemented in Monticore [112]. In this
approach, these techniques are named respectively: inheritance and language embedding. A different
approach is Neverlang [37] that relies on interfacing to build a custom language from features coming
from different General Purpose Languages.

Semantic Anchoring [40] proposes to define the behavioral semantics of a language by relying on the
concept of Semantic Unit (SU). A SU is itself a language identified as “basic", e.g., Finite State Ma-
chine (FSM), Timed Automaton (TA) and Hybrid Automaton (HA). A SU is defined in the Abstract State
Machine Language (AsmL4) in terms of (a) an AsmL Abstract Data Model (which corresponds to the ab-
stract syntax), (b) the behavioral semantics (which is defined by the Abstract State Machine mathemat-
ical framework). SUs can be composed into a new SU. Roughly speaking, the composition is expressed
manually by using AsmL.

The semantic anchoring approach proposes to define a DSML by:

• Defining the syntax by its metamodel;

• Defining the behavioral semantics by specifying the model transformation rules between the meta-
model of the DSML and the abstract data model of a SU.

Such a SU could be the result of the composition of other SUs. For example, in [41], a SU named FSM
(Finite State Machine) and a SU named SDF (Synchronous Data Flow) are composed to get a new SU
called SU-EFSM. Then, this SU can be used to define the behavioral semantics of a heterogeneous
DSMLs.

3http://w3.isis.vanderbilt.edu/projects/gme/meta.html
4http://research.microsoft.com/en-us/projects/asml/

http://w3.isis.vanderbilt.edu/projects/gme/meta.html
http://research.microsoft.com/en-us/projects/asml/
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In this subsection, we have presented approaches that compose the syntax and the behavioral seman-
tics of languages into a new language syntax and behavioral semantics. These approaches proposed to
model a heterogeneous system by using a single language which results from the composition of dif-
ferent languages. In this next subsection, we discuss about the benefits and drawbacks of the reviewed
approaches.

4.2.1.3. Discussion About Model/Language Composition

In the previous sections, we presented approaches that addressed the use of heterogeneous DSMLs by
providing composition capabilities between model/languages.

Model composition approaches automate the composition between heterogeneous models by rely-
ing on a matching and a merging operator [33, 72, 102, 110]. In particular, Epsilon [110] eases the
customization of operators by providing dedicated languages. Thus, the specification of the compo-
sition can be adapted as needed. In these approaches, input and output models can conform to dif-
ferent metamodels, but their language must be defined in a single meta language. Most of these ap-
proaches consider only the syntax of languages thus ignoring their behavioral semantics. Only few
approaches consider the semantics of languages for the composition [104–106]. Such kind of behav-
ioral composition has been identified as being equivalent to a scheduling between the different model
behaviors [102]. However, these approaches only compose homogeneous models (e.g., sequence dia-
grams [104]). Thus, there use in heterogeneous systems remains very limited. Furthermore, in these
approaches, the composition is encoded inside a tool. Then, to modify the specification of the compo-
sition, it is necessary to modify the implementation itself thus limiting the customization.

Only semantic anchoring [40] enables the definition of the behavioral semantics of a language by com-
posing other behavioral semantics through the notion of Semantics Units. The authors of this work
stated that their solution is to define semantics for heterogeneous DSMLs as the composition of se-
mantic units. Their final goal is to provide a composed language. However, developing heterogeneous
systems may involve different domain experts that use different languages (and consequently different
tools). In this context, language composition approaches do not seem the most suitable for separation
of preoccupation and development of a single system by various domain experts.

We present in the next section a different kind of approaches that propose to coordinate heterogeneous
models/languages.

4.2.2. Coordination Approaches

Coordination approaches focus on how behavioral models interact one each other. They propose to
specify the interaction between (heterogeneous) behavioral models in an additional model named
model of coordination. In this section, like in most of the state of the art, we use the term coordina-
tion as being the explicit modeling of the interactions amongst behavioral models suitable to obtain
the emerging system behavior. The coordination must be executable to enable the evaluation of the
emerging behavior of the whole system.

We categorize the coordination approaches into Model Coordination Approaches and Language Coor-
dination Approaches. The former proposes Coordination Languages [78] and Architecture Description
Languages (ADLs) [131] to specify the coordination between behavioral models. The latter are Coordi-
nation Frameworks [27, 34] and ad-hocs solutions [25, 60] that enable the automation of the coordina-
tion between models. To do so, they have captured the specification of a coordination pattern between
languages into a tool or framework, e.g., Ptolemy, ModHel’X. In the following, we first present model
coordination approaches, and then, we continue with language coordination approaches.

4.2.2.1. Model Coordination Approaches

Model coordination approaches provide dedicated languages to specify the coordination between (het-
erogeneous) behavioral models. We begin this subsection by presenting Coordination Languages, and
then we continue with ADLs.
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Coordination Languages [78] propose a dedicated language to model the coordination between het-
erogeneous behavioral models. By relying on a coordination language, a system designer builds a co-
ordination model to specify how behavioral models interact. Depending on the entities coordinated,
approaches can be categorized into data-driven or control-driven. The former coordinates data among
models whereas the latter coordinates events among models. Arbab at al. [10] proposed another classi-
fication into endogenous and exogenous languages. Endogenous languages provide coordination prim-
itives that must be incorporated within a model for its coordination. For instance, Linda [78] provides
a set of primitives like in() or out() to exchange data between models. These primitives must be added
to a host language by using libraries.

Exogenous coordination languages dealt with the complexity of model behaviors by treating models
as black boxes encapsulated within the boundary of an interface. A model behavioral interface gives
a partial representation of the model behavior therefore easing the coordination of behavioral models.
The coordination is thus specified between elements of the interface. The notion of interface varies
depending on the approach. For instance, in Opus [39], the interface is a list of methods provided
by the model. Other approaches abstract away the non-relevant parts of the behavior of models as
events [170] (also named signals in [119]). These approaches focus on events and how they are related
to each other through causal, timed or synchronization relationships. Following the same idea, control-
driven coordination languages rely on a model behavioral interface made of explicit events [9, 14, 68].
While in Esper [68], the interface is only a set of events acceptable by the model, some other approaches
go further and also exhibit a part of the internal concurrency. This is the case of [14] where authors
propose an interface that contains services and events, but also properties that express requirements
on the behavior of the components. Such requirements act as a contract and can be checked during the
coordination to ensure a correct behavior. The benefits of the use of events to coordinate the behavior
of models are twofold:

• It gives support for control and timed coordination while remaining independent of the internal
model implementation;

• It enables the coordination of models without any change to their implementation, thus ensuring
a complete separation between the coordination and the computational concerns.

During the same period than the work presented previously, the software architecture community has
developed so-called ADLs to gain abstraction, structuring and reasoning capabilities in the develop-
ment of complex systems [3, 76, 122, 131, 156]. An ADL usually specifies a system in terms of compo-
nents and interactions among those components. They enable a system designer to:

• Clarify structural and semantics difference between a component and its interaction;

• Reuse and compose architectural elements;

• Identify/enforce commonly used patterns (e.g., architectural styles).

Depending on the ADL, a Component can be an encapsulation of some procedure, an encapsulation of
an object file or a (formal) abstraction of its behavior. To externally characterize the components, ADLs
rely on well identified Component Interfaces. The interfaces are used by Connectors whose behavior is
specified by a glue. Connectors can represent a large variety of interactions (e.g., procedure call, event
broadcast or database queries) and the glue can range from a simple function to complex protocols.

Both coordination languages and ADLs make a separation between the specification of the component
(i.e., the computational aspects) and the assembly of these components (i.e., the communication/coor-
dination aspects). The latter is usually done by a system designer that has to deal with the architecture-
level communication, which is expressed with different protocols. To abstract away these protocols and
make them reusable, ADLs proposed connectors as types [131] that can be used on the shelf to specify
domain specific interactions.

For example, Clara [62] is an ADL dedicated to real time systems. It proposed built-in connector types
like Rendez-vous, Mutex or Mailboxes. A system designer can express the interactions by relying on
these specific connectors that are relevant in his domain. This eases the task of a system designer, but
also limits what can be used in the interaction.

Other approaches introduced the notion of User Defined Type [3, 11, 156] that enables a system designer
to build connector types for a specific domain. A connector type is defined by a set of roles and a glue
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Figure 4.1: Specification of a client-server system in Wright [3]

specification. Roughly speaking, a role represents a formal parameter that is used to specify the glue
which specifies how roles are coordinated. Some approaches express the glue in a formal language. For
instance, in Wright [3], the glue is specified in a variant of CSP [90], differently in Reo, it is specified
by the composition of dedicated primitives [11]. The connector types are later on instantiated and the
roles are bound to the actual interfaces of the instances of components. By expressing the glue in a
formal language, it is possible to provide reasoning about the global system behavior.

To illustrate the use of connector types, Figure 4.1 shows a simple client-server system described in
Wright [3]. The specification defines two component types named Client and Server, and one connec-
tor type named C-S-connector. The C-S-connector has two roles (client and server) and a glue that de-
scribes how the activities of a client and a server roles are usually coordinated. The section Instances de-
scribes a particular configuration by instantiating the corresponding component and connector types.
The example describes a system where there is a single server (s), a single client (c) and a single connec-
tor (cs). Then, the section Attachments defines which component ports are attached to the connector
roles.

In this subsection, we have presented approaches that make a clear separation between the specifica-
tion of the component and the assembly of these components. While the first activity is usually done
by a system engineer, the second one is usually done by a system designer. To ease the task of a system
designer, ADLs’ community has successfully identified the need of connector types.

In [3], authors claimed that connector types help to “understand a general pattern of interaction that
can occur many times in any given system”.

Thus, a system designer has only to instantiate and bind connector types as needed by its architec-
ture. However, the major drawback of coordination languages and ADLs is that the coordination is
specified between particular models. For example, in the case of ADLs, a system designer has to in-
stantiate and bind connector types manually. Returning to the example of Figure 4.1, for each new
client in the system, the system designer has to instantiate one component and one connector; then,
he has to bind the component ports with the connector roles. With the increasing number and hetero-
geneity of the components, this task can quickly become difficult and error prone. We present in the
next subsection approaches that automate the coordination between behavioral models by specifying
coordination patterns between languages.

4.2.2.2. Language Coordination Approaches

Language Coordination Approaches have identified that the instantiation and binding of connector
types can be a systematic activity the system designer repeats many times and may consequently be
defined as a coordination pattern. Such a pattern is based on the know-how of the system designer
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and sometimes on naming or organizational conventions adopted by the models. In the following, we
present approaches that have captured the specification of a behavioral coordination pattern inside a
tool/framework to automate the instantiation and binding of connector types. In these approaches, the
coordination is specified between heterogeneous languages rather than between particular models. We
begin this subsection by presenting ad-hoc solutions [25, 60] which use a predefined set of languages.
We continue with more systematic approaches named Coordination Frameworks [27, 34].

Mascot [25] is an approach focused on the integration of Matlab [1] and SDL [66]. Whereas SDL is
a language suitable for control systems modeling, Matlab is better for modeling dataflow aspects of
a system. These languages are rather different: while SDL processes operate on events, represented
by simple signals, Matlab processes operate on vectors, represented by vectorized signals. Authors
proposed to automate the synchronization of control signals from SDL with data signals from Matlab.
To do so, the approach deals with the integration of the timing and synchronization concepts from both
languages by proposing two synchronization modes: head synchronization and tail synchronization. In
the head synchronization, when a model in matlab receives a frame a1, it immediately transforms a1
into b1 (dataflow network model). Any control signal from SDL that occurs during the transformation of
a1 to b1 cannot influence its value. Then, the head synchronization mode ensures that the occurrence
of the control signal is taken into account when the next frame is processed. In the tail synchronization,
when a model in Matlab receives a control signal from SDL, the signal is collected until it cease to occur,
then, it is translated to a vector and passed to the Matlab model. The modes of synchronization ensure
the communication between Matlab and SDL by relying on the knowledge about the semantics of the
languages. Once the synchronization policy is defined, the approach enables the co-simulation of a
SDL model and a Matlab model. A process in the SDL specification that is specified in Matlab contains
a wrapper that interfaces between the SDL simulator and the Matlab engine. A SDL wrapper is made of
a set methods that enable the SDL engine to control the behavior of the data signals in Matlab. To do
so, the approach relies on the name of signals in SDL specification to communicate with the signals in
Matlab.

Thus, the approach forces a naming convention between signals in both domains and specified two
important coordination patterns between Matlab and SDL.

Di Natale et al [60] (see Figure 4.2), dealt with the integration between a language to describe the
functional aspects of a system and a language to describe the deployment platform of the system.
They proposed to integrate these languages by relying on a dedicated mapping language. The map-
ping language syntax references syntactic elements from both the functional and the platform lan-
guage to map the functions on specific computational resources from the platform. For instance, the
SW depl oyment concept from the mapping language, references the Task concept from the func-
tional language and the C PU concept from the platform language. Based on the mapping model,
the approach generates the code of the communication between the code of the functional and the
code of the platform models. The semantics of both the functional and the platform languages are
defined by a translational approach into C++ code. The translational semantics of the mapping lan-
guage takes advantages of some knowledges about the translational semantics of the other languages.
For instance, for each subsystem described using the functional language, the approach takes advan-
tages of the knowledge that a class is generated with a name like: SubsystemNameModelClass. It also
takes advantages of the knowledge that the generated class has a step operation used for the runtime
evaluation of the block outputs given its inputs and its internal state.

To express a coordination pattern between a functional and a platform language, the approach pro-
posed a set of connectors to specify the mapping of a functional model to a platform model. From the
mapping model, the approach generates the communication code between a functional and a platform
model. In this sense, the approach is similar to others ADLs that propose a set of built-in connectors.
It partially automates the coordination between models since a system designer has to instantiate the
connectors.

Ptolemy [34] and ModHel’X [27] went beyond previous approaches, which were ad-hoc solutions for
two particular languages. Ptolemy [34] and ModHel’X [27] are systematic approaches to coordinate
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Figure 4.2: High level view of the approach proposed by Di Natale et al. in [60]

models that conform to heterogeneous languages. These approaches rely on a framework in which the
syntax of models is described by actors and the semantics is given by a Model of Computation (MoC).
Actors can be atomic (e.g., Actor 1 in Figure 4.3) or composite (e.g., Actor 0 and Actor 2 in Figure 4.3), i.e.,
made of internal, connected, actors. Each composite actor is associated with a model of computation
that defines a Domain. A domain specifies both the communication semantics and the execution order
among internal actors. A domain is implemented by a Director. For instance, in Figure 4.3, Actor 0 has
the director D0, which implements a SDF (Synchronous Dataflow) domain, and the Actor 2 has the
director D1, which implements a FSM (Finite State Machine) domain. In this approach, actors, both
atomic and composite, are executable. In a composite actor, the execution order of internal actors is
controlled by a director. In the example of Figure 4.3, the director D0 controls the execution of the Actor
1 and Actor 2 and director D1 controls the execution of A3 and A4 whenever Actor 2 is executed. In this
sense, the execution of composite actors is strictly hierarchical. The behavior of actors is represented
by a generic interface that contains a set of methods, e.g., fire(). The MoC implemented by the director
of a composite actor specifies when the methods in the interface of internal actors are invoked. For
instance, when an actor is fired, the director associated with a composite actor fires the internal actors.
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Figure 4.3: High level view of Ptolemy [80]
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In conclusion, based on a fixed syntax and a generic language behavioral interface, these approaches
achieved to capture a hierarchical coordination pattern into a framework. For the syntactic aspects of
the pattern, the frameworks provide composite actors. Then, for the semantic aspects, they encode
the glue between interfaces of composite actors and internal actors to coordinate their execution. This
results in a heterogeneous model in which the execution of actors is strictly hierarchical.

In this subsection, we have presented approaches that captured the specification of a coordination pat-
tern between languages. Such specification is defined at language level and captures a systematic way
to coordinate behavioral models. By specifying the coordination at language level, these approaches
have achieved to automate the coordination between models. In the next subsection, we discuss about
the reviewed approaches.

4.2.2.3. Discussion About Coordination Approaches

In this section, we studied approaches to coordinate the behavior of models. While model coordination
approaches proposed dedicated languages to build a model of coordination, Language coordination
approaches proposed frameworks/tools that automate the coordination between models by specifying
a coordination pattern between languages.

Model Coordination approaches provide dedicated languages, i.e., Coordination Languages and ADLs,
to specify the coordination between particular models. Such a model of coordination specifies how
the behavioral models interact. The main benefit of these approaches is that the global behavior is
made explicit and amenable for reasoning (for instance for Verification and Validation activities). Fur-
thermore, they propose languages dedicated to a specific system designer domain. For example, ADLs
provide connector types in order to define domain-specific connectors. However, a system designer
still has to instantiate the required connector types when needed; he has to manually instantiate them
by relying on his know-how. In a complex system, such a task can quickly become tedious and error
prone. Furthermore, if one of the model changes, the model of coordination must also be changed.
By relying on Coordination Languages and ADLs, a system designer only captures the solution for one
single problem but he does not specify a systematic way to coordinate models.

Coordination frameworks achieved to capture the know-how of a system designer by specifying co-
ordination patterns. Such specification, defined at the language level, allows for the synthesis of the
coordination between heterogeneous behavioral models.

By embedding the coordination pattern inside a tool, these approaches have two major drawbacks:

1. Validation and verification activities are limited since the coordination is encoded by using a Gen-
eral Purpose Language (e.g., Java in Ptolemy and ModHel’X);

2. The system designer cannot change the proposed coordination without altering the core of the
tool.

Regarding to first point, some coordination languages and ADLs already tackled this problem by using
a formal language to express the coordination (e.g., CSP in Wright). This provides for verification and
validation support for the coordinated system.

Concerning the second point, for complex systems, the system designer may need to capture several
coordination patterns and potentially combine them. However, current coordination frameworks can
only support such a variation by modifying the framework itself. The coordination model is mixed with
the functional model, which makes it very tricky to modify one without risking altering the others.

4.2.3. Leason Learned From Existing Approaches

Large and complex systems are often made up with smaller “coordinated” behavioral models. There are
several definitions of the notion of coordination in the literature [144]. Carriero et al. [78] define coordi-
nation as the process of building programs by gluing together active pieces. Differently, Eker et al. [64]
use the word composition to refer to the interactions and communications between models while pre-
serving the properties of each individual model. By relying on these definitions, in this paper, we adopt
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the wording of coordination specification as being the explicit modeling of the interactions amongst be-
havioral models to obtain the emerging system behavior. In this sense, the coordination specification
must be executable to enable the evaluation of the emerging behavior of the whole system.

The coordination between models can be explicitly modeled by using a coordination language (e.g.,
Linda [78], Esper [68]). An integrator can define one or more coordination specifications to specify
how models interact. This results in a global behavior that is explicit and amenable for reasoning (for
instance for Verification and Validation activities). However, if a similar problem occurs on different
models, the integrator has to define another coordination specification. When applied to models, a
coordination specification only captures the solution for one single problem and does not propose a
commonly applicable solution for other coordination problems.

To capture once and for all the know-how of the integrator, some approaches capture coordination pat-
terns by specifying the coordination at the language level. This is the case for coordination frameworks
like Ptolemy and ModHel’X, which rely on hierarchical coordination patterns between heterogeneous
languages. This is also the case for solutions like MASCOT [25], which provide ad-hoc coordination
patterns (i.e., between Matlab and SDL). Once the coordination pattern between a set of languages
is captured, the models conforming to such languages can be coordinated automatically. Such ap-
proaches successfully capture the know-how of the integrator, however, they do so by embedding the
coordination pattern inside a tool. As a result, the integrator cannot change the coordination specifi-
cation without altering the core of the tool. However, for complex systems, the integrator may need to
capture several coordination patterns and potentially combine them. This is highlighted in [79] where
authors use Ptolemy to capture three hierarchical coordination patterns between a finite state machine
with Data flows, a Discrete event model and a Synchronous/Reactive model. Since each coordination
pattern is applicable in different situations, authors argue that each one is useful. Thus, the integrator
must be able to capture different coordination patterns since there is not necessarily a single valid one.
However, current coordination frameworks can only support such a variation by modifying the frame-
work itself. Additionally, the coordination model is mixed with the functional model, which makes it
very tricky to modify one without risking altering the others.

During the integration activity, the integrator must be able to capture different coordination patterns
and their semantics must be made explicit rather than being hidden inside a tool5. Moreover, valida-
tion and verification activities are limited in current coordination frameworks since the coordination is
encoded by using a general purpose language.

The knowledge about system integration is currently either implicitly held by the integrator or encoded
within a framework. To capture explicitly this knowledge and thus leverage integrator know-how, we
propose B-COOL (Behavioral Coordination Operator Language), a dedicated language to capture coor-
dination patterns between languages, thus reifying the coordination specification at the language level
(see Figure 4.4).

A B-COOL specification captures a coordination pattern that defines what and how elements from
different models are coordinated. Once specified in B-COOL, integration experts can share this spec-
ification thus allowing the reuse and tuning of coordination patterns. Also, such a specification can
be exploited by generative techniques to generate an explicit coordination specification when specific
models are used.

To be able to specify the coordination between languages, a partial representation of the language be-
havioral semantics is mandatory. In our approach, the semantics is abstracted by using a behavioral
language interface. This notion of behavioral language interface is further discussed in the next section
and is illustrated with a language named TFSM (Timed Finite State Machine). This language is also
used in Section 4.4 to introduce B-COOL.

4.3. Language Behavioral Interface

Some coordination languages deal with the complexity of model behaviors by treating models as black
boxes encapsulated within the boundary of an interface. A model behavioral interface gives a partial

5for coordination, the problem is the same than for semantic variations hidden in the encoding of different tools, where the resulting
semantics is difficult to apprehend like illustrated in [13]
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Figure 4.4: Coordination at the language level with BCOoL (taken from [165])

representation of the model behavior therefore easing the coordination of behavioral models. How-
ever, it is not uniquely defined and may vary depending on approaches. For instance, in Opus [39], the
interface is a list of methods provided by the model. Other approaches abstract away the non-relevant
parts of the behavior of models as events [170] (also named signals in [119]). These approaches focus on
events and how they are related to each other through causal, timed or synchronization relationships.
Following the same idea, control-driven coordination languages rely on a model behavioral interface
made of explicit events [14, 68, 156]. While in Rapide [156], the interface is only a set of events accept-
able by the model, some other approaches go further and also exhibit a part of the internal concurrency.
This is the case of [14] where authors propose an interface that contains services and events, but also
properties that express requirements on the behavior of the components. Such requirements act as a
contract and can be checked during the coordination to ensure a correct behavior. In these approaches,
the model behavioral interface provides information to coordinate the behavior of a model. In particu-
lar, in event-driven coordination approaches events act as “coordination points" and exhibit what can
be coordinated. This gives a support for control and timed coordination while remaining indepen-
dent of the internal model implementation. Moreover, event-driven coordinations are non intrusive;
i.e., models can be coordinated without any change in their implementation, thus ensuring a complete
separation between the coordination and the computational concerns. Several causal representations
from the concurrency theory are used to capture event-based behavioral interface. A causal represen-
tation captures the concurrency, dependency and conflict relationships among actions in a particular
program. For instance, an event structure [170] is a partial order of events, which specifies the, possi-
bly timed, causality relations as well as conflict relations (i.e., exclusion relations) between actions of a
concurrent system. This fundamental model is powerful because it totally abstracts data and program
structure to focus on the partial ordering of actions. It specifies, in extension and in order, the set of
actions that can be observed during the program execution. An event structure can also be specified in
intention to represent the set of observable event structures during an execution (see e.g., [6] or [20]).

In our approach, to capture the specification of coordination patterns between languages, we require
a behavioral interface, but at the language level. A language behavioral interface must abstract the be-
havioral semantics of a language, thus providing only the information required to coordinate it, i.e.,
a partial representation of concurrency and time-related aspects. Furthermore, to avoid altering the
coordinated language semantics, the specification of coordination patterns between languages should
be non intrusive, i.e., it should keep separated the coordination and the computation concerns. In [44],
as presented in Chapter 3, elements of event structures are reified at the language level to propose a
behavioral interface based on sets of event types and contraints. Event types (named DSE for Domain
Specific Event) are defined in the context of a metaclass of the abstract syntax (AS), and abstract the
relevant semantic actions. Jointly with the DSE, related constraints give a symbolic (intentional) rep-
resentation of an event structure. With such an interface, the concurrency and time-related aspects of
the language behavioral semantics are explicitly exposed and the coordination is event-driven and non
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intrusive.

Then, for each model conforming to the language, the model behavioral interface is a specification, in
intention, of an event structure whose events (named MSE for Model Specific Event) are instances of the
DSE defined in the language interface. While DSE are attached to a metaclass, MSE are linked to one of
its instances. The causality and conflict relations of the event structure are a model-specific unfolding
of the constraints specified in the language behavioral interface. Just like event structures were initially
introduced to unfold the execution of Petri nets, we use them here to unfold the execution of models.

We propose to use the DSE (and the corresponding MSE) as handles or control points in three comple-
mentary ways: 1) to specify coordination patterns at the language level, 2) to observe what happens
inside the model under execution, and 3) to control what is allowed to happen or not when two (or
more) model executions need to be coordinated. When required by the coordination, constraints are
used to forbid or delay some event occurrences. Forbidding occurrences reduces what can be done by
individual models. When several execution paths are allowed (e.g., due to different possible interleav-
ings), it gives some freedom to individual semantics for making their own choices. All this put together
makes the DSE suitable to drive coordinated simulations without being intrusive in the models. Coor-
dination patterns are captured as constraints at the language level on the DSE.

To illustrate the approach, we reused the simple state-based language named Timed Finite State Ma-
chine (TFSM) and its behavioral interface introduced in the previous chapter (See Figure 3.6).

In the following section, the Behavioral Coordination Operator Language is detailed.

4.4. B-COoL

4.4.1. Overview

B-COOL is a dedicated (meta)language to explicitly capture the knowledge about system integration.
With B-COOL, an integrator can explicitly capture coordination patterns at the language level. A spe-
cific set of operators encodes a coordination pattern and specifies how the DSE of different language
behavioral interfaces are combined and interact. From the B-COOL specification, we generate an exe-
cutable and formal coordination model by instantiating all the constraints on each and every instances
of DSE in a specific set of models. Therefore, the generated coordination model implements the coordi-
nation patterns defined at the language level and dedicated to the actual models under coordination.

The design of B-COOL is inspired by existing structural composition languages (e.g., [72, 110]). These
approaches rely on the matching and merging phases of syntactic model elements. A matching rule
specifies what elements from different models are selected. A merging rule specifies how the selected
model elements are composed. In these approaches the specification is at the language level, but the
application is between models. Similarly, a B-COOL operator relies on a correspondence matching and
a coordination rule. The correspondence matching identifies what elements from the behavioral inter-
faces (i.e., what instances of DSE) must be selected. The merging phase is replaced by a coordination
rule. While in the structural case the merging operates on the syntax, the coordination rule operates
on elements of the semantics (i.e., instances of DSE). Thus, coordination rules specify the, possibly
timed, synchronizations and causality relationships between the instances of DSE selected during the
matching.

We illustrate the use of B-COOL through a (simple) running example: i.e., building the synchronized
product of TFSM. This is a very classical “coordination” operation on automata with frequent references
in the literature [12]6. The goal here is to show that we can build this operator and use it off-the-shelf
when needed. It is informally defined as follows: When coordinating two state machines, all events
belonging to both state machines must be synchronized using a “rendez-vous”. All the other events,
belonging to only one state machine, can occur freely at any time. The synchronized product is defined
for any state machine, at the language level. It is then possible to apply it on specific state machines,
i.e., at the model level. Note that this first behavioral coordination pattern is homogeneous (i.e., it

6Note that, because this is an homogeneous coordination, it may be realized by a specific merge of the automata structure. Here we
consider only the resulting behavioral semantics and we want to express the synchronized product as a coordination pattern
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involves a single language). Examples of heterogeneous coordination patterns (i.e., that involve several
languages) are provided in Section 4.5.

In the following, we first present the abstract syntax, and then, the execution semantics of B-COOL. We
finish this section by showing the language workbench of B-COOL which is implemented as part of the
Gemoc studio. We used the studio on an heterogeneous version of the running example, and we gen-
erated the coordination model between a TFSM model and an activity diagram model. We then shown
how the generated coordination model can be exploited for execution and exhaustive simulation.

4.4.2. Abstract Syntax of B-COoL

The root element of B-COOL (see Figure 4.5) is a BCoolSpecification that contains imports of language
behavioral interfaces (importsInterfaceStatements) and Operators. The specification must import at
least two language behavioral interfaces (line 2 and 3 on Listing 4.1). Interfaces provide the DSE needed
for the coordination. The imported DSE serve as parameters for the operators. Then, an operator spec-
ifies what instances of these DSE are selected and how they are coordinated (the dse reference). For
instance, to build the synchronized product of TFSM, we need to synchronize the instances of the oc-
curs DSE from different models. This is done by coordinating taking two occurs DSE as parameters of
the operator (line 7 on Listing 4.1)).

Operator

BCoolSpecification

ImportLibStatement

importURI : EString

CorrespondenceMatching

CoordinationRule

EventExpression

actualParameters: OCLExpr

EventRelation

actualParameters: OCLExpr

ImportInterfaceStatement

importURI : EString

EventVariable

DSE

Condition

[0..*] globalEventExpressions[1..1] correspondenceMatching

[1..1] coordinationRule

[1..*] operators

[1..*] importsLib

[2..*] importsBehavioralInterface

[0..*] globalEventVariables

[1..1] eventRelation

[0..*] localEventVariables

[0..*] init

[2..*] DSEs

[1..1] condition

(from MoCCML)

RelationDeclaration

[1..1] def

(from MoCCML)

ExpressionDeclaration

[1..1] def

(from MoCCML)

(from OCL)

Figure 4.5: Simplified view of B-COOL abstract syntax

Listing 4.1: synchronized product operator between two TFSM models

1 BCOoLSpec SynchronizedProduct
2 ImportInterface "TFSM.ecl" as lbi1
3 ImportInterface "TFSM.ecl" as lbi2
4
5 ImportLib "facilities.moccml"
6
7 O p e r a t o r SyncProduct(dse1 : lbi1:: o c c u r s , dse2 : lbi2:: o c c u r s )
8 CorrespondenceMatching: when(dse1.name = dse2.name)
9 CoordinationRule: RendezVous(dse1 , dse2)

10 end o p e r a t o r

Each operator contains both a correspondenceMatching (line 8 on Listing 4.1) and a coordinationRule
(line 9 on Listing 4.1). The former relies on a Boolean Condition defined as an OCL expression. It acts
as a precondition for the coordination rule, i.e., it is a predicate that defines when the coordination rule
must be applied to the given parameters. To specify the predicate, it is possible to navigate through
the context of the DSE and query a specific element used within the Boolean expression. For instance,
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for the synchronized product, the condition selects an instance of DSE occurs by looking at the name
attribute of an FSMEvent (FSMEvent being the context of the occurs DSE).

The coordinationRule specifies how the selected instances of DSE must be coordinated. To do so, the
user can define some EventVariables (localEventVariables) and must use an EventRelation.

An event variable can be either defined locally within the operator or globally for the whole specifica-
tion (globalEventVariables). These variables either define global events used across different operators,
or create a new event from the selected instances of DSE and possibly from attributes of the input mod-
els. The definition of these events is made by using an EventExpression. An event expression returns a
new event from a given parameter. For instance, this can be used to select only some occurrences of a
DSE instance, thus allowing the implementation of filters. An event expression can also be used to join
in a single event the occurrences of different events (union). When used in the coordination rule, the
resulting events can be used as parameters of event relations, constraining by transitivity (some of) the
occurrences of DSE instances. Both event relations and event expressions are defined by respectively
using ExpressionDeclaration and RelationDeclaration from MoCCML, inheriting this way its expres-
siveness and formal definition. In B-COOL, coordination librairies can be explicitly imported (line 5
on Listing 4.1 and ImportLibStatement on Figure 4.5).

How the selected events are coordinated is determined by event relations that enforce a (partial) order
between the occurrences of the events on which it is applied. The actual parameters of the event rela-
tion can be some instances of DSE and/or some EventVariables. For instance, the synchronized product
specifies a strong synchronization. Thus, the coordination rule uses a “rendez-vous” relation between
the selected instances of DSE occurs. As a result, all the occurrences of these events are force to happen
simultaneously.

Now that we presented a very simple example, let us adapt it so that it becomes heterogeneous. This
first heterogeneous operator differs from the one on Listing 4.1 because it applies to heterogeneous
languages (namely fUML and TFSM).

Before going into the example, we briefly present the language behavioral interface of the fUML lan-
guage partially shown in Listing 4.2. For each Activity two DSE are defined: startActivity and finishAc-
tivity, to identify respectively the starting and finishing instants of the activity. Similarly, Two DSE are
defined for each Action: startAction and finishAction, to identify the starting and the finishing of an
Action. These DSE, part of the fUML language behavioral interface, are used throughout this section to
specify the coordination operators.

Whereas in the running example the occurrences of FSMEvents were synchronized with the occur-
rences of other FSMEvents, here they are synchronized with the start of fUML Actions, i.e., by coordi-
nating instances of DSE occurs and startAction.

Then, when the name of an Action is equal to the name of an FSMEvent, the respective startAction and
occurs DSE are coordinated with a rendez-vous relation.

Listing 4.2: Partial MoCCML mapping specification of Activity Diagram

1 p a c k a g e uml
2 c o n t e x t Activity
3 d e f : startActivity : E v e n t = s e l f
4 d e f : finishActivity: E v e n t = s e l f
5 c o n t e x t Action
6 d e f : startAction : E v e n t = s e l f
7 d e f : finishAction : E v e n t = s e l f

Like the previous one, this operator imports a facility lib written in MoCCML where the Rendez-Vous
relation is defined. It also imports the language interfaces of the activity and tfsm languages (line 3
and 4 on Listing 4.3). The operator is based on two DSE, one of type startAction defined on the Action
concept from the activity language and one of type occurs defined on the FSMEvent concept from the
tfsm language ((line 6 on Listing 4.3). The DSE matches when the name of the Event instance and the
name of Action instance are the same (line 7 on Listing 4.3). Fincally, the coordination rule to apply is
the Rendez-Vous relation (line 8 on Listing 4.3).

Listing 4.3: Heterogeneous synchronized product operator between the TFSM and fUML languages

1 BCOoLSpec TFSM -fUMLOperators
2 ImportLib "facilities.moccml"
3 ImportInterface "activitySemantics.ecl" as a c t i v i t y



88 4. Coordination Patterns between Heterogeneous Languages

when coin /
! selectCoffee 

when releaseCoffee /
doLocked 

CoffeeCoin

CoffeeMachine

selectCoffee:startAction

selectCoffee:occurs

releaseCoffee:occurs

releaseCoffee:startAction

Figure 4.6: Simple heterogeneous specification of a coffee machine (taken from [163])

4 ImportInterface "TFSM.ecl" as t f s m
5
6 O p e r a t o r SyncProduct(dse1 : a c t i v i t y :: s t a r t A c t i o n , dse2 : t f s m :: o c c u r s )
7 CorrespondenceMatching: when(dse1.name = dse2.name)
8 CoordinationRule: RendezVous(dse1 , dse2)
9 end o p e r a t o r

Based on Listing 4.3, the execution semantics of B-COOL is specified in the next section.

4.4.3. Execution Semantics

In this subsection, we describe the execution semantics of B-COOL, i.e., how a B-COOL specification is
used to generate a coordination model. To illustrate the different steps in the generation on Figure 4.7,
we rely on the application of the operator presented in the previous section (see Listing 4.3). In order to
explain the whole semantics, we need to present two models on which to apply the previously defined
operator. We use for this purpose a very simple coffee machine defined two models, one TFSM model
to handle the payment and one activity to handle the coffee making (see Figure 4.6). Of course, the
coffee making is only possible after having payed.

Let Ev be the (finite) set of event type names (representing the DSE). Considering a language L, A
behavioral interface iL is a subset of event type names, iL ⊂ Ev . A B-COOL specification imports N
disjoint language interfaces, with N ≥ 2. Also, a B-COOL specification contains a set of operators Op.
Each operator from Op has a set of formal parameters P , where each parameter is defined by a name
and its type (i.e., an event type). Each operator also has a correspondence matching condition (denoted
C MC ) and a correspondence rule (denoted C R). A B-COOL specification is applied to a set of input
models denoted MI , with |MI | = N .

From an operational point of view, the first step consists in producing the model behavioral interface
of each input model. It results in a set of model interfaces denoted IMI

, of size N . An interface is a
set of events, each of which is typed by an event type. For instance, when the operator from Listing 4.3
is applied between the two models of the coffee machine, the first step consists in extracting the MSE

of the CoffeeAlgorithm activity diagram and the CoffeeCoin state machine. It results in two sets of MSE

named respectively IM 1 and IM 2 (step 1 in Figure 4.7).

Each operator op in Op is processed individually and several times with different actual parameters,
which depend on the model interfaces in IMI

. The set of actual parameters to be used is obtained
by a restricted Cartesian product of all the model interfaces in IMI

. The restriction consists in two

steps: First, a new set of model interface (denoted I
′
MI

) is created. For each parameter p in P , a

new model interface I
p
MI

is created and all the events in IMI
that have the same type than p are

collected in I
p
MI

. Then, I
p
MI

is added to I
′
MI

(step 2 in Figure 4.7). For instance, the operator of

Listing 4.3 has as parameters the Action::startAction DSE and FSMEvent::occurs. Thus, the set I
′
MI

is
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Figure 4.7: Steps in the application of the B-COOL specification between the models of the coffee machine

composed of two set named IM
st ar t Acti on
1 and IM

occur s
1 that corresponds respectively with events of

type Action::startAction and FSMEvent::occurs (step 2 in Figure 4.7).

Second, a classical Cartesian product is applied on I
′
MI

. It results in a set containing the list of actual
parameters to be used with the operator, i.e., each set in the result of the Cartesian product represents
the actual parameters of the operator (step 3 in Figure 4.7). For each set actual Par ams in the result
of the Cartesian product, if actual Par ams satisfies the correspondence matching condition (C MC ),
then the coordination rule (C R) is instantiated with the values in actual Par ams. Returning to the
illustrating operator, the correspondence matching condition is used to select MSE by comparing the
instances names. This results in two selected sets: selectCoffee:occurs and selectCoffee:startAction, and
releaseCoffee:occurs and releaseCoffee:startAction (step 4 in Figure 4.7). The coordination rule is instan-
tiated two times. The instantiation is made in two steps. First, the local events, if any, are created in
the targeted coordination language according to the expression used to initialize it. The expression
can use any event in actual Par ams and possibly some constants (e.g., some Integer constants). The
local events are added to actual Par ams so that they can be used in the next step. The second step
is the application of the relation. It results in the creation of the corresponding relation in the tar-
geted coordination language. The actual parameters of the coordination rule are then the ones from
actualPar ams or some constants, like for the expressions. In the example depicted on Figure 4.6, the
event relation rendezvous is instantiated twice; one time for each set in actual Par ams that satisfies
the C MC (step 5 in Figure 4.7).

Currently, the application of a B-COOL operator generates a CCSL specification that represents the co-
ordination. Listing 4.4 shows the partial CCSL specification for the coffee machine. The specification
begins by importing the CCSL specification of each model (Listing 4.4: line 4 and 5). Then, the main
block contains the coordination specification that is made of two instances of the RendezVous event
relation (Listing 4.4: line 10 and 14). Notice that individual specification of each model are not mod-
ified. So that, the behavior of individual models is not altered. Instead, the coordination adds some
constrains thus restricting the behavior of models, but it does not add new behaviors. This results in a
generated coordination that is not intrusive (i.e., exogenous).

In this section, we have presented the abstract syntax and the semantics of B-COOL. We saw that B-
COOL reuse MoCCML for the definition of event relation and expression. In the next section, in order
to validate the approach, we present some examples in B-COOL.
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Listing 4.4: Resulting CCSL specification for the coffee machine system

1 ClockConstraintSystem TFSMandActivity {
2 imports {
3 import "facilities.moccml" as lib;
4 import "coffeeCoin.extendedCCSL" as coffeeCoin;
5 import "coffeeAlgorithm.extendedCCSL" as coffeeAlgorithm;
6 }
7 entryBlock mainBlock
8 Block mainBlock {
9 Block coffeeCoincoffeeAlgorithmsublock {

10 Relation SyncProduct_selectCoffee_startAction_selectCoffee_occurs[ RendezVous ](
11 ClockA -> "coffeeAlgorithm :: selectCoffee_startAction",
12 ClockB -> "coffeeCoin :: selectCoffee_occurs"
13 )
14 Relation SyncProduct_releaseCoffee_startAction_releaseCoffee_occurs[ RendezVous ](
15 ClockA -> "coffeeAlgorithm :: releaseCoffee_startAction",
16 ClockB -> "coffeeCoin :: releaseCoffee_occurs"
17 )
18 }
19 }
20 }

4.5. Validation of the Approach

In this section, we validate the use of B-COOL through the specification of four coordination opera-
tors. Each operator captures a given coordination pattern between two languages: TFSM (the language
presented in Chapter 3) and the fUML language [135] quickly introduced in the previous section. The
operators are used to coordinate the model of a video surveillance system. By using this example, we
illustrate the benefits of our approach for the definition of coordination operators (i.e., understandabil-
ity and adaptability), the generation of the coordination specification (i.e., usability) and the studies of
the coordinated system (i.e., analysis capabilities). We finish this section by quickly comparing our
approach with coordination languages (like the one presented in Section 4.2.3) and with ad-hoc ap-
proaches like the one of [60] (best paper of MODELS 2014).

4.5.1. Definition of Coordination Operators between the TFSM and fUML Language

In addition to the B-COOL specification started in Listing 4.3, we defined three new coordination pat-
terns between the TFSM and fUML languages.

For the second and third operators, we specify a hierarchical coordination pattern between the TFSM
and fUML languages, unlike hierarchical coordination frameworks where the semantics is hidden,
these operators explicitly specify how the hierarchical coordination is implemented. In our case, we
chose the semantics in which entering a specific state of a TFSM model triggers the execution of a
given fUML activity. When leaving a state, several semantic variation points may be chosen. The out-
going transitions from a state can be considered, for instance, as preemptive for the activity model (i.e.,
firing a transition from a state to another preempts the internal activity). Alternatively, the transition
can be considered as non-preemptive (i.e., the states cannot be left before the associated activity fin-
ishes). In this paper, we chose non-preemptive transitions, but preemptive ones and more examples
are provided on the B-COOL webpage: http://gemoc.org/BCOoL/index.html. Listing 4.5 presents
the B-COOL specification that is organized around two operators: StateEntering and StateLeaving.

The StateEntering operator coordinates the action of entering into a state with the start of an activity
so that when a state is entered, the execution of the activity is started synchronously. Entering into a
state is identified by the entering DSE defined in the context of State (see Figure 3.6). Instances of such
DSE have to be coordinated with instances of the startActivity DSE. To identify pairs of such events,
the correspondence matching selects events by comparing the onEnterAction defined in the states and
the name of the activities (Listing 4.5: line 12). OnEnterAction is a method defined in the context of
State (see Figure 3.6) that specifies the method invoked when a state is entered. In our case, we use
this attribute to specify the name of the activity that the state represents. Then, since we have selected
this semantics in which entering a state synchronously triggers the starting of an activity, the coordina-
tion rule specifies a rendez-vous relation between the selected pairs of DSE entering and startActivity
(Listing 4.5: line 13).

http://gemoc.org/BCOoL/index.html
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The StateLeaving operator (Listing 4.5: line 16) coordinates the finishing of the activity with the leav-
ing of the state. Leaving a state is identified by DSE leaving and finishing an activity is identified by
DSE finishActivity. In this case, the coordination rule has to express that leaving the state follows the
termination of the activity. To do that, we use a causal event relation (Listing 4.5: line 19).

Listing 4.5: Hierarchical coordination operators between TFSM and fUML languages

10 O p e r a t o r StateEntering(dse1 : a c t i v i t y :: s t a r t A c t i v i t y , dse2 : t f s m :: e n t e r i n g )
11 CorrespondenceMatching:
12 when(dse1.name = dse2.onEnterAction.name)
13 CoordinationRule: RendezVous(dse1 , dse2)
14 end o p e r a t o r
15
16 O p e r a t o r StateLeaving(dse1 : a c t i v i t y :: f i n i s h A c t i v i t y , dse2 : t f s m :: l e a v i n g )
17 CorrespondenceMatching:
18 when(dse1.name = dse2.onEnterAction.name)
19 CoordinationRule: Causality(dse1 , dse2)
20 end o p e r a t o r

For the fourth operator, we deal with the temporal aspects of the model coordination. The operator
specifies how the time in the TFSM elapses during the execution of the activities that specify the on-
entry action of a state. This coordination is also hierarchical, but in this case, only considers the timing
aspects. In the TFSM language, each state machine has a localClock used to measure the time (see
Figure 3.6) while the fUML language is untimed. The local clock is a FSMClock, which defines a DSE

named ticks whose occurrences represent a physical time increment. In the fUML language, the du-
ration of activities can be represented as the time between the DSE startActivity and DSE finishActivity
(Listing 4.2). To coordinate the time, it is necessary to specify the number of ticks of the local clock be-
tween the occurrence of the DSE startActivity and finishActivity. We propose an operator that enforces
the execution of the “internal” activity to be atomic with respect to the time in the TFSM model. As a
result, there is no occurrence of the DSE ticks of the corresponding local clock during the execution of
the activity.

Listing 4.6 captures the corresponding coordination pattern by defining the operator named NoTimein-
RefinedActivity. The operator selects instances of DSE startActivity and finishActivity by using their con-
text. As a result, the selected DSEs identify the starting and finishing of an activity. Then, we select the
activities that represent a state (Listing 4.6: line 24). To do so, we use the onEnterAction defined in the
context of State. Then, we use the selected instances of DSE entering to select instances of DSE ticks
of the corresponding local clock (Listing 4.6: line 25). The coordination rule must specify how much
time is consumed during the execution of an activity. First, we use the event expression SampledBy(as
defined in [57] and [56]) to create a local event named sampled which ticks always after the startActivity
instance, and coincides with the occurrences of the “next” instant of the corresponding ticks DSE in-
stance (Listing 4.6: line 27). Second, we synchronize the event sampled with the finishing of the activity
by using a causality relation (Listing 4.6: line 28). This forbids instances of ticks to occur between the
start and the end of an activity.

The coordination rule presented earlier can be built by relying on a specific MoCCML library. In this
case, we have to extend the facilities.moccml with a new event relation named atomicActivity. Then,
we have to replace the event expressions and relations by the event relation atomicActivity with the
corresponding parameters (i.e., dse1, dse2, dse4). The use of the library to define domain specific rela-
tions has two major benefits. First, once defined in the library, event relations can be reused in various
B-COOL specifications. Second, by defining a dedicated event relation, we improve the readability and
modularity of the B-COOL specification.

Listing 4.6: Timing coordination operator between TFSM and fUML language

21 O p e r a t o r NoTimeinRefinedActivity(dse1 : a c t i v i t y :: s t a r t A c t i v i t y , dse2 : a c t i v i t y ::
f i n i s h A c t i v i t y , dse3 : t f s m :: e n t e r i n g , dse4 : t f s m :: t i c k s )

22 CorrespondenceMatching:
23 when (dse1.name = dse2.name)
24 and (dse1.name = dse3.onEnterAction.name)
25 and (dse3.owningFSM.localClock = dse4)
26 CoordinationRule:
27 Local Event sampled = SampledBy(dse1 , dse4);
28 Causality(dse2 , sampled)
29 end o p e r a t o r



92 4. Coordination Patterns between Heterogeneous Languages

4.5.2. Use of Coordination Operators in a Surveillance Camera System

In this section, we develop the heterogeneous model of a surveillance camera system (see Figure 4.8).
To model different aspects of the system, we use the TFSM and the fUML languages. Then, we use the
operators developed in the previous section to generate the coordination specification.

The video surveillance system is composed of a camera and a battery control. The camera takes pic-
tures by using either the JPEG2000 or JPG algorithm and is powered by a battery. When the battery is
low, the battery control makes the camera use the JPG algorithm, thus reducing the quality of the pic-
ture but also the energy consumption [152]. When the battery is high, the JPEG2000 algorithm is used
instead. In Figure 4.8, the activity diagrams named BatteryControl represents the simple algorithm
implemented in the battery control. At the bottom of Figure 4.8, the TFSM named CameraControl
represents a partial view of the camera. When the TFSM model is in state BatteryHigh, the JPEG2000 al-
gorithm is used (specified by the activity diagram on the right of Figure 4.8 named doJPEG2000). When
in state BatteryLow, the encoding algorithm is replaced by a mere JPEG algorithm represented by an
activity named doJPEG (The activity is not shown for better readability). The transition from one state
to another is done when either the BatteryIsHigh event or the BatteryIsLow event occurs, depending on
the current state.

CameraControl

BatteryisHigh_occurs

BatteryisLow_occurs

ms_ticks

doJPEG2000_finishActivity

doJPEG2000_startActivity

BatteryisHigh_entering

BatteryisHigh_leaving

BatteryisHigh_startAction BatteryisLow_startAction

Figure 4.8: Hierarchical model of a surveillance camera system and a partial representation of the behavioral interface (taken
from [165])

To coordinate the models, we have to specify a timing and hierarchical coordination between the states
of the TFSM CameraControl and the activities doJPEG and doJPEG2000. In addition, we have to syn-
chronize the activity BatteryControl and the TFSM CameraControl by coordinating the corresponding
Action and FSMEvent. Applying the four operators on these simple models, we generate the expected
coordination specification. The coordination generated by using our approach corresponds to eight
CCSL relations.
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4.5.3. Use of the Coordination Specification

In B-COOL, the generated coordination specification conforms to the CCSL language. Since we are
using a formal language, the integrator can execute and verify the coordination specification of the
system. By using the language workbench presented in Section 4.6, the coordination specification gen-
erated for the surveillance camera system can be executed and analysed. More precisely, we are able to
execute the coordination specification by using TimeSquare, and to explore the state space.

4.5.4. Comparison with Existing Approaches

In B-COOL, the definition of the coordination between languages is based on operators. In particular,
coordination rules explicitly define the semantics of the resulting coordination. The reader can notice
that variations of the semantics of the resulting coordination can be done by only modifying the co-
ordination rules of the operators. In frameworks like Ptolemy, such a variation is only supported by
modifying the framework itself. For instance, in Ptolemy, this means changing the current implemen-
tation of a director written in Java. The same problem appears in ad-hoc translational approaches [60],
where the transformation needs to be changed. Since this state of the art approach is using general-
purpose transformation frameworks, this work needs a good knowledge of coordinated languages as
well as a good knowledge of the transformation language itself. This is beyond the expected skills of
an integrator. In our approach, we are using a language dedicated to integrator experts thus easing the
understanding and adaptation of the B-COOL specification.

The definition of domain specific coordination operators enables the automation of the coordination
between models. For instance, in the case of the video surveillance system, the application of the op-
erator generates eight CCSL relations. By manually coordinating the models (as proposed in [164] or
when using a coordination language), this would require to specify each relation manually. The reader
can notice that the number of relations increases with the number of model elements involved in the
coordination. For instance, for a system with N cameras, the integrator would need to specify 8*N
relations. Our proposition is to leverage this task for the integrator at the language level and then to
generate all the required relations accordingly.

Regarding system execution and verification, both coordination languages and coordination frame-
works allow to execute the coordinated system, however, the verification varies from one approach
to another. Some coordination languages rely on a formal language thus providing verification. Differ-
ently, in Ptolemy, the main validation method is based on the simulation of the coordinated system [79].
In our approach, by relying on CCSL, we are able to provide execution and verification of the coordi-
nated system.

4.6. Implementation

This section presents the implementation of B-COOL into the GEMOC studio7; which integrates tech-
nologies based on Eclipse Modeling Framework (EMF) 8 adequate for the specification of executable
domain specific modeling languages. The studio includes a language workbench to design and imple-
ment tool-supported DSMLs and a modeling workbench where the DSMLs are automatically deployed
to allow designers to edit, execute and animate their models (see Chapter 3 or [47]).

B-COOL takes advantages of this collaborative environment by adding coordination facilities. In this
section, we illustrate the implementation of the language workbench by developing the coffee machine
example operator (see Listing 4.3). Then, in the modeling workbench, we use this operator to execute
and verify the models of the coffee machine.

B-COOL is developed as a set of plugins based on the EMF (at top of Figure 4.9). The B-COOL abstract
syntax has been developed using Ecore (i.e., the metalanguage associated with EMF) and the textual

7http://eclipse.org/gemoc
8http://eclipse.org/modeling/emf/

http://eclipse.org/gemoc
http://eclipse.org/modeling/emf/
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Figure 4.9: Overview of the implementation of B-COOL and its integration into the Gemoc Studio

concrete syntax has been developed in Xtext 9, thus providing advanced editing facilities. For the run-
ning example operator, we use the TFSM and Activity languages that have been developed into the
studio. Then, we use B-COOL to specify the Listing 4.3 (Figure 4.9: step 1). In the B-COOL specifi-
cation, we can import the language behavioral interfaces of each language deployed in the language
workbench. In addition, the language workbench provides MoCCML thus helping the integrator to
specify relations and expression.

In the modeling workbench, a system designer can use B-COOL operators to automate the coordina-
tion of models and to execute the coordinated system. To do so, a system designer has to specify a
B-FLOW specification (Figure 4.9: step 2), and then, uses it to launch the Gemoc Coordinated Execution
Engine (Figure 4.9: step 3). In the following, we elaborate on these two tasks.

We provide a simple language named B-FLOW (standing for B-COOL FLoW ) that enables a system
designer to specify how operators of a B-COOL specification are applied on a set of models (Figure 4.9:
step 2). To introduce B-FLOW, Listing 4.7 shows the specification for the models of the coffee machine.
It begins by importing the B-COOL specification that contains the operators (Listing 4.7: line 3). Then,
it specifies the models that will be coordinated. For the running example, this corresponds with the
TFSM named CoffeeCoin.tfsm and the Activity named CoffeeAlgorithm.ad (Listing 4.7: line 5 and 6).
Then, the specification contains a Flow that defines which operators are used and on which models
they are applied. A Flow defines a sequential order of application of operators. In other words, the first
line is the first operator that will be applied and soon on. For instance, in Listing 4.7, line 9 specifies that
the operator named SyncFMEventsAndActions must be applied between the models CoffeeCoin and
CoffeeAlgorithm. This corresponds with the first and the only operator to be applied to coordinate the
models of the coffee machine. However, a B-FLOW specification may use several operators depending
on the number of models in the system.

Listing 4.7: B-FLOW specification for the models of the coffee machine

1 BCOoLFlow CoffeeMachine
2
3 ImportBCOoL "TFSMAndActivity.bcool" ;
4

9http://eclipse.org/Xtext/
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5 Model CoffeeCoin "coffeecoin.tfsm"
6 Model CoffeeAlgorithm "coffeeAlgorithm.ad"
7
8 Flow
9 applies SyncFSMEventsAndActions between (CoffeeAlgorithm , CoffeCoin);

10 end Flow;

The Gemoc Coordinated Execution Engine uses the B-FLOW specification to generate a model of co-
ordination that is used to execute the coordinated system. The generation is implemented by using a
high-order transformation in Acceleo 10 that translates the B-COOL specification into a QVTo 11 trans-
formation (Compiler in Figure 4.9). Then, the Gemoc Coordinated Engine invokes the generated QVTo
transformation which takes as parameter the B-FLOW specification from which the models to coordi-
nate and the operators to apply are retrieved. The QVTo transformation is finally applied between the
corresponding models thus generating a model of coordination in CCSL.

To execute the coordinated models, the Gemoc Coordinated Execution Engine first initializes the Gemoc
Execution Engine of each individual model. These engines compute the next valid step for each model.
Also, there is a Coordination Engine that computes the next valid step for the coordination. To compute
the next global valid step, the Gemoc Execution Engine gets the next valid step from each individual
engine and from the coordination engine. Then, it selects the possible steps that are valid for both the
individual models and the coordination. This results is a set of global valid steps.

To illustrate the use of the Coordinated Execution Engine, we coordinate and execute the models of
the coffee machine. First, we configure the launcher that contains information about the B-FLOW
specification and the configuration launcher for each model. In Figure 4.10, by clicking on Debug,
the execution is launched. Then, each individual engine is initialized together with the engine for the
coordination (Figure 4.11: point 2). The Concurrent Logical Steps Decider view provides several options
to drive the execution of the models. For instance, it provides a list of the next valid execution steps
(Figure 4.11: point 3). Also, the workbench provides the animation of models (Figure 4.11: point 4).

The modeling workbench provides tools to analyze the resulting CCSL specification (Figure 4.11: point
1). For example, it is possible to obtain by exploration quantitative results on the scheduling state-
space of the coordinated system. The exploration of all schedules can be done explicitly in a state space
graph. Any cyclic path in this graph (starting from the initial configuration) represents a valid schedule
of the models. Figure 4.12 shows the resulting state-space for the coordinated models of the coffee ma-
chine12. Each state represents a valid step in the execution. The transitions contain the events that tick
simultaneously when a transition is taken. For example, in red, Figure 4.12 shows the transitions that
contain the events forced to happen simultaneously by the coordination, e.g., selectCoffee:occurs and
selectCoffee:executeIt. For the coffee machine, the state exploration results in 39 states, 405 transitions
and no dead-locks.

The project B-COOL is hosted on Github as part of the GEMOC project13, thus making the source code
publicly available. B-COOL is currently integrated into the GEMOC studio14. To try the coffee machine
example, the reader needs to download the studio and then to follow the tutorial from the companion
website15. In addition, the website contains more examples with full descriptions. The reader should
notice that, at the time I’m writing this chapter (December 2018), B-COOL is under strong refactoring
in order to be moved to the eclipse gemoc project16.

4.7. Conclusion

In this chapter, we addressed the problem of the coordination of behavioral models by reifying coordi-
nation patterns at the language level. We present B-COOL, a dedicated (meta)language to capture coor-
dination patterns between modeling languages and generate a formal coordination model for conform-

10http://www.eclipse.org/acceleo/
11https://projects.eclipse.org/projects/modeling.mmt.qvt-oml
12The graph in DOT format can be downloaded from http://gemoc.org/BCOoL/index.html#bcoolcoffeemachine.
13http://github.com/gemoc/coordination
14The reader can download studio the from http://gemoc.org/studio-download/
15http://gemoc.org/BCOoL/index.html
16http://eclipse.org/gemoc

http://www.eclipse.org/acceleo/
https://projects.eclipse.org/projects/modeling.mmt.qvt-oml
http://gemoc.org/BCOoL/index.html#bcoolcoffeemachine
http://github.com/gemoc/coordination
http://gemoc.org/studio-download/
http://gemoc.org/BCOoL/index.html
http://eclipse.org/gemoc
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Figure 4.10: Configuration of the launcher of the Gemoc Coordinated Execution Engine
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Figure 4.11: Coordinated Execution and animation of the models of the coffee machine (taken from [163])
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[select_coffee_occurs, ..., selectCoffee_executeIt]

[select_coffee_occurs, ..., selectCoffee_executeIt]

[release_coffee_occurs, ..., releaseCoffee_executeIt]

[release_coffee_occurs, ..., releaseCoffee_executeIt]

Figure 4.12: State space representation of the coordinated models of the coffee machine, encoding the set of valid schedules. The
transitions in red represent the events forced to happen simultaneously by the coordination. (taken from [163])
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ing models. Our workbench provides a support for simulation and analysis. Using B-COOL, the know-
how of an integrator is made explicit, stored and shared in dedicated specifications and amenable to
analysis.



Chapter 5

Conclusion

In the last ten years, I focused on the modeling of the formal operational semantics of languages, with
explicit concurrent and timed aspects. Since the early development of CCSL when I arrived in the
team, I quickly understood the benefits of logical time and clock schedules for the concurrent and
timed specification of a model behavior (see for instance [53] early 2009). It makes explicit a symbolic
(in intention) representation of all the acceptable simulation traces of a specific model. By augmenting
the model syntax with such an explicit concurrency execution model it allows for reasoning on the
concurrent aspects independently of (1) the language used for the model structure; (2) specific (non
tractable) concurrency constructs offered by a specific interpreter technology and (3) the concurrency
capabilities of the platform on which the model is simulated. This behavior model provides a golden
set of acceptable behaviors, which any execution must conform to. It can then be used to ensure that a
specific implementation of a model (obtained by automatic translation or manual encoding) provides
traces that are conform to the specification. Finally, it makes explicit the synchronization points that
can be used to coordinate different (possibly heterogeneous) models.

The behavior model usually depends on the structure of its companion syntactic model and on the be-
havioral semantics of the language used to specify the model. Consequently, if one considers a set of
syntactic models written in the same language, there exist systematic rules that can be used to generate
the behavior model for each syntactic model. This is the reason why we provided dedicated metalan-
guages to express these rules and that are amenable to the automatic generation of the behavior model
for any syntactic model written in a specific language. During the development of the metalanguages,
we were inspired by Structural Operational Semantics [149] but with a will to make explicit the, possibly
timed and concurrent order in which the rewriting rules can be applied. This was done by developing
MoCCML; which can be seen as a promotion of CCSL at the language level (we additionally made use
of KerMeta, to weave the rewriting rules into the metaClasses of the abstract syntax of the language).

Based on such work, to face to multiplication of (modeling) languages, we though it was important to
enable reasoning about model coordination at the language level. We took benefits of the architecture
of the behavioral semantics specification to exhibit a language interface, i.e., an interface exposing (par-
tial) information about the different ingredients used in the definition of the language. Based on such
interface, we proposed a language dedicated to the specification of coordination patterns. A coordina-
tion pattern is a way to capture, at the language level, the coordination rules that are usually applied by
a system architect to consistently relate the execution of different models. Such coordination patterns
are valid for any models in a set of languages and can be used to generate the artifacts used to coor-
dinate the execution of heterogeneous models (i.e., written in different languages). Since the behavior
models of all coordinated syntactic models as well as the coordination between them are specified in
CCSL, it is possible to reason about the coordinated behavior in an homogeneous way. This set of CCSL
artifacts actually represents a specification in intention, of all the possible coordinations between the
models, which respect (1) the behavioral semantics of the languages used to develop the models and (2)
the semantics of the coordination patterns used to express contextualized correspondences between
these languages.

During these ten years, we achieved great improvements in the modeling of executable behavioral lan-
guages. Following the same idea as grammar-ware approaches, which made great improvements by
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providing metalanguages for syntax description amenable to automatic generation of various artifacts
(e.g., generation of advanced editors, parser and syntax checkers from an appropriate syntax descrip-
tion); we provided metalanguages for possibly concurrent and timed behavioral semantics amenable
to the generation of various artifacts like, for instance, interpreters, model checkers, omniscient debug-
gers and model animator.

Despite our non negligible progresses on the specification and tooling of metalanguages for behavioral
semantics specification of languages, we still lack some elements to cover the challenges exposed in the
introduction of the this document. In the remainder of this conclusion, and before the perspectives, I
list some of the limits I identified.

At the model level, we lack a way to embed the manipulation of data (i.e., the rewriting rules of a specific
model) in the behavior model. Instead, we captured (in a formal way) the acceptable order between
the call to such rewriting rules and relied either on ad-hoc pieces of code or on the code defined in
the concepts of the languages. Consequently, to execute the model we require the interpreter of the
concurrency model and the definition of the rewriting rules (so possibly the definition of the language
itself). This was a pragmatic choice since in our experiments we were always executing the models
inside the modeling workbench. However, nowadays we would like to export our executable models as
standalone modules and these last choices becomes an issue. we are however currently dealing with it.

At the language level, while MoCCML is formally defined, it is difficult to formally reason on the spec-
ification of the rewriting rules since they are specified in a non formal language. It indeed introduced
limitation on the reasoning capability but we obtained lots of benefits as a counter part. For instance
we were able to embed complex rewriting rules involving the call to a Functional Mock-up Unit1 or the
call to graphical data visualization API2. This was a good balance between formal reasoning capability,
development facilities and user acceptance. Nevertheless, I think we should go further in the formaliza-
tion of the rewriting rules to better understand/take advantage of the behavioral semantics properties
of a language.

At the coordination level, the B-COOL metalanguage defines the formal coordination of model execu-
tion without supporting the formal coordination of data between models during the execution (data
coordination can be added easily but it is difficult to ensure that the MoCC from the coordinated mod-
els are not modified in a non expected way by such coordination). We are currently actively investigat-
ing this aspect in the PhD thesis of Giovanni Liboni. Another important point related to the notion of
pattern and challenge #2, is that we did not investigate yet the possibility to define patterns amenable
to the automatic application of vertical correspondences. In other words, it could be interesting, based
on a specific language behavioral interface, to define how different languages are related to each other
with respect to a refinement process. It may for instance list the properties that are preserved from an
abstraction level to another one.

Finally, From an acceptance point of view, we encountered three main problems. First it was difficult
to let people understand the benefits of having metalanguages for behavioral semantics specification
and how it is different from developing a specific language. Things evolved and I think it is now better
understood. Second, we actually (December 2018) use 6 different metalanguages (some of them being
formal) to develop a graphical executable modeling language with concurrent and timed semantics.
While we (of course) have a rationale for that, it raises the entry ticket price for having your first exe-
cutable language working. The third acceptance brake is the evolving technological background. We
improved a lot the GEMOC studio along the years and it is difficult to keep up to date the various tuto-
rials/examples we had. Despite all these three obstacles, we gained interest over the years and people
understood the benefits of joining the approach (either as developers of executable models or to in-
tegrate their own metalanguage for behavioral semantics specification and consequently take benefit
from our tooling).

Under the strong involvement of Benoit Combemale, the GEMOC became an eclipse research consor-
tium3 and the GEMOC studio is now an eclipse project4. One goal is to share the framework as an open
research platform without the will to make an industrial product from it (some other previous tries

1http://fmi-standard.org
2http://www.i3s.unice.fr/~hogie/software/?name=oscilloscup
3https://www.eclipse.org/org/workinggroups/gemoc_rc_charter.php
4http://eclipse.org/gemoc

http://fmi-standard.org
http://www.i3s.unice.fr/~hogie/software/?name=oscilloscup
https://www.eclipse.org/org/workinggroups/gemoc_rc_charter.php
http://eclipse.org/gemoc
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from academics have shown that it is a specific job to make software with a technology readiness level
greater or equal to 6). Of course, there is no restriction for anyone to make a product of it by forking the
project . The GEMOC studio is a research platform to experiment on the various challenges (formal)
system/software engineering faces nowadays with the globalization of modeling languages.

In the last chapter, I elaborate on some of the various perspectives we have towards formal system
modeling.
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In this chapter I list some of the perspectives to my work, which I’d like to investigate in the next years
if I have sufficient PhD students and/or time and/or fundings and/or collaborations with other re-
searchers. I tried to limit these perspectives to “short term” research questions, some of them possibly
fitting a PhD thesis subject. Note that I kept only the perspectives on which we already worked/dis-
cussed a minimum but many others can be drawn since the field of system engineering is, according to
me, still handcraft on many aspects (hopefully they rely on a useful and solid interface based design).
After the presentation of these perspectives, I propose some thoughts of what may be a more formal
system engineering ecosystem.

I kept in this chapter the same structure as in the document, starting with perspectives about CCSL as
a behavioral model, followed by perspectives on the modeling of operational semantics to finish with
perspectives on the coordination of heterogeneous simulations.

6.1. Perspectives About CCSL evolutions/reasoning

Many different works about CCSL are currently conducted by members of the Kairos team (but not
only), on several aspects (e.g., expressiveness, calculability, formal reasoning). In this section I draw
some of the perspectives that are directly valuable for the use of CCSL as a behavior model, companion
of the syntax model.

6.1.1. Exploitation of the CCSL clock graph

In CCSL, we are able to construct a clock graph that abstracts a CCSL specification and represents
the different clocks and their relations (in simple terms like for instance SubClock, Precedes, Excludes,
Coincides) according to the constraints used in the specification [51]. This clock graph is, for now, used
only for manual debugging purpose, when the user tries to understand the relations between clocks in
her/his specification.

This clock graph size is linear in the number of constraints and clocks in a CCSL specification (there
are almost as many vertices as the number of clocks and between one to two edges by constraints). It is
then cheap to construct but may be exploited for several purposes. For instance, it can be used to detect
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bad patterns in the specification. A well known bad pattern is causality loop between some clocks1,
meaning that the clocks involved in the loop are deadlocking and can never tick during a simulation.
Such deadlocks can be detected manually by simulation, or automatically by the construction of the
state space (if finite) and verification of all the paths to look for the possibility for a clock to tick (based
on classical model checking). However, it is computationally costly and possible only when the state
space is finite. Conversely, checking causality loop on the clock graph can be done by some specific kind
of graph isomorphism matching2 by looking at any cycle in the graph that corresponds to the following
regular expression: < +(< (=)?)∗. The complexity of this algorithm on arbitrary graphs is known to be
very costly in the worst case. However, the size of the clock graph is very small and can consequently,
in practice, be checked instantaneously (could even be done in background during the edition of the
CCSL specification).3

By following the same idea, we can detect other bad patterns, corresponding to more complex regular
expressions to be detected in the clock graph. For instance, if there is no causality loop but a cycle like
this one a ≺ b ≺ c; a ⊂ c then there is also a deadlock and the corresponding regular expression
can be specified (this is actually obvious since a ⊂ c =⇒ c ≺ a).

More interestingly, such approach can also be used to detect potential deadlock, i.e., specification in
which there exist correct periodic schedules but where there also exist paths leading to deadlock. The
simplest specification that illustrates this is given in equation 6.1.1.

a ⊂ sup; b periodicOn sup period N; a ≺ b.

(6.1.1)

Figure 6.1: the clock graph corresponding to the CCSL specification 6.1.1

In this specification, if a does not tick before the N-1 tick of sup, then there is a deadlock (b must
tick due to periodicity but cannot since a did not tick and a cannot tick without a tick of its super
clock sup). Other paths lead to correct simulation. All these kinds of deadlock can also be detected
by the same idea of graph isomorphism matching based on regular expressions. I already developed
a prototype that successfully implements these ideas (see for instance identification of the problem
obtained by the prototype on Figure 6.2: bold colored arrows represent the problem). However, I have,
for now, neither formalized the problem nor proven that the clock graph is a correct abstraction with
regards to the deadlock problem. This would be an interesting research project to provide advances
static analysis of CCSL specifications.

Note that the clock graph could also be used to improve the simulation in TimeSquare. For instance,
when two parts of the specification are loosely coupled, the clock graph can be used to detect it and cre-
ate multiple Binary Decision Diagrams instead of a single one, reducing the computation of irrelevant
interleaving4.

1Note that in CCSL it is actually “precedes loop” which are problematic since in a causality loop all clock in the loop can tick simultane-
ously (see Section 2.2.6)

2see http://www.i3s.unice.fr/~hogie/software/grph/doc/javadoc/grph/oo/ObjectGrph.html#
findMatchingPaths-java.util.Set-

3the reader can notice that the pattern is even more expressive than the Precedes loop announced since it takes into consideration any
causality cycle with at least one Precedence in it

4irrelevant since they are not ordered at all and can be obtained by a post treatment if needed

http://www.i3s.unice.fr/~hogie/software/grph/doc/javadoc/grph/oo/ObjectGrph.html#findMatchingPaths-java.util.Set-
http://www.i3s.unice.fr/~hogie/software/grph/doc/javadoc/grph/oo/ObjectGrph.html#findMatchingPaths-java.util.Set-
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Figure 6.2: Automatic identification of the potential deadlock in the CCSL specification 6.1.1 (proof of concept)

It may also be used as a basis for generation of concurrent code, as already experienced in Signal [96].

Finally, it may also be used to simplify the CCSL specification before its use for model checking. Let
consider that a user wants to construct the state space of a specification, looking for possible dead-
locks. In this case, based on the clock graph, we can detect and remove clocks and constraints that
are irrelevant according to the deadlock property. It may also make the state space bounded while it
was originally not. For instance, let consider the following specification (a modification of the previous
one):

a ⊂ sup; b periodicOn sup period N; a ≺ b; newClock ≺ b

(6.1.2)

In this case, since newclock is a source, than it can be safely removed without interfering on the result
of the property checking (informally, it is not constrained, so that, even if it can disable b, it can always
be added before b and will never introduce any deadlock). More than simplifying the specification, it
also makes it bounded so that the state space can be constructed for it. Once again, formalizing all these
properties must be done in order to ensure the correctness of the graph abstraction/manipulation with
respect to some property. Note that, related to the part of this perspective, the prototype we developed
identified the newC l ock as non relevant in the potential deadlock (see Figure 6.3)

Figure 6.3: newC l ock is considered as non relevant in the identification of the potential deadlock by the prototype

6.1.2. Extension transition system and/or temporal logic for CCSL model checking

In CCSL, we can construct the state space (if finite), which represents the set of all the possible clock
schedules. We can export it as a Labeled Transition System (LTS), for instance in the Aldebaran for-
mat 5 for model checking purpose. However, since a CCSL specification can allow several clocks to
tick synchronously, the Labels in the resulting LTS does not always represent a single clock name (that
ticks), but can represent a set of clock names (that tick synchronously). For instance, lets consider the
following specification: a ∼ b;c ⊂ b; The corresponding “synchronous” LTS is then the following:

In this case, if we want to model check the CCSL specification against the following LTL formula:
�a ⇒♦b (Always, a implies eventually b) then the answer will be Tr ue only under a fairness hypothe-
sis while it is actually always Tr ue (since the b.c transition is not understood as being b together with c).

5https://www.mcrl2.org/web/user_manual/language_reference/lts.html#aldebaran-format

https://www.mcrl2.org/web/user_manual/language_reference/lts.html#aldebaran-format
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0 1a 2

b.c
b
a

Figure 6.4: The “synchronous” LTS computed in TimeSquare from a b;csubO f b;

In order to allow model checking synchronous specifications, there is the need to extend existing tools
so that they interpret correctly “Synchronous” LTS, i.e., LTS where labels can specify a conjunction of
possible labels during a single transition. In collaboration with Ciprian Teodorov and Joel Champeau,
we proposed an “unfolding” of the LTS so that synchronous labels are split in all their possible inter-
leavings (resulting in the LTS Figure 6.5). However, this is costly as soon as the labels contain many
synchronous clock ticks. Moreover, it is impossible to explicitly speak about clock synchrony in the
property language.

0 1a 2

b

fake1
b

fake2

c

a

c

b

Figure 6.5: The unfolded “synchronous” LTS

A potential solution to this problem is to redefine the synchronous product of automata so that the
match between transitions take the synchronous aspect into account (e.g., label.split(’.’).contains(b)).
This kind of extension has been proposed for instance for model checking LTS where labels are a com-
plex expression that must be interpreted [129]. By using this approach we were able to use the MCL
language to model check some properties over a CCSL specification. However, to make it easier to
handle, the semantics of the temporal logic should be adapted consequently. In our case, it means that
�a ⇒ ♦b actually signifies that b can occurs synchronously with any of the clocks from the specifi-
cation. What is missing is a way to speak explicitly about specific synchrony/exclusion directly in the
temporal logic. For instance it should be possible to define the two following properties. 1)�a ⇒♦b.c,
which enforce b and c to be synchronous (being wrong in the unfolded LTS) at least once after a a but
that does not restrict them to occur synchronously with any other clock from the alphabet or to occur
separately at some (other) steps of the execution. 2) �a ⇒♦b.c̄, which enforces b to be present and c
to be absent at least once after an a but that does not restrict them to occur synchronously with any
other clock from the alphabet or to occur synchronously at some (other) steps of the execution.

6.1.3. Multi Physical Dimensions Associated to Simulation Speedup

In system engineering, it is common to refer to variables representing evolution along different phys-
ical dimensions like e.g., some angles, forces, pressures, distances and of course time. Such variables
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usually evolves continuously and using clocks (or signals) associated to a tag is a well founded way
to access to some of the values of these variables. These variables are usually constrained by physi-
cal laws, the plant, or the way the control is realized. During modeling, specific values of these vari-
ables, accessed through some clocks can be used as a referential for other events in the system. Such
mechanism is for instance supported by the MARTE profile, which enables the possibility to define var-
ious physical dimensions and to define clocks, that represent variables associated to such dimensions.
These clocks can on the one hand be constrained to ensure the consistency between the different di-
mensions, and on the other hand be used to specify some other clocks in the model. For instance, it
is possible to specify that the ignition in a cylinder occurs at most 10µs after the crankshaft reaches
angle 2.8 radians. Here, two variables referring to physical dimensions are used (the physical time and
the crankshaft angle). To make the specification consistent, it is necessary to add a relation between
these variables, obtained from a knowledge of the plant. For instance, if the angular velocity is con-
stant6: (cr k Ang l e = 2.π.RP M

60 .t ). For a behavioral model to be CPS ready, it is important to support such
mechanisms.

In CCSL, only a part of the MARTE profile is supported. It is possible to specify various physical dimen-
sions, to define clocks discretized from a physical dimension and to constrain the discretized clocks.
It is however not possible to define relation directly on different dimensions so that tags of the cor-
responding discretized clocks are kept consistent during a simulation of the model. The goal here
is certainly not to equip any clock with a tag on which arbitrary arithmetic can be done (like in Sig-
nal [19]) but rather to characterize some clocks, defined from the discretization of a physical dimen-
sion, on which some rules on the evolution of their tag apply. For instance the evolution of the physical
time tag is monotonous and increasing, the evolution of tags representing the angle of a crankshaft is
monotonous and increasing but its values are provided modulo 2π. Such information should also be
handled in CCSL since they can be used as reference for control.

By adding such notion of physical dimension relations directly in CCSL and the associated tooling, the
associated tags could be used for different purpose. First, in CCSL, we nowadays discretize physical
dimensions periodically, and associated tags are used only for user feedback. However, the variables
representing the evolution of physical dimensions may be accessed at any time (not necessarily peri-
odically) and providing relations directly based on tags is a way to define in an intuitive way an order
(possibly partial) between specific tags of these clocks during the simulation (this is for instance what
was done in the camshaft example: “the ignition in a cylinder occurs at most 10µs after the crankshaft
reaches angle 2.8 radians”). Second, when heterogeneous models are coordinated, we currently base
our coordination on the ordering of specific events by considering their instants. With an explicit spec-
ification of variables obtained from physical dimension, and a notion of tags over the clocks used to
access them, it makes possible to coordinate with other (possibly heterogeneous) models as long as
clocks used to access the same variables can be ordered. A classical example is to totally order tags of
two clocks from two different models both based on the total order relation implied by the underlying
physical dimension (e.g., two related computations on two computers on earth, implicitly linked by the
physical time). Third, in CCSL we reason on instants obtained from the periodic discretization of vari-
ables representing evolution of physical dimension. This introduces bad performance. For instance,
consider two periodic clocks based on the same physical time (of a same referential, let’s say earth).
The first one is periodic with a period of 97ms while the period of the second one is 67. In this case, the
only common clock that can be used as a base clock is a clock that discretizes the physical time with
a precision of 1ms. It means in CCSL that all instant of this clock will be computed only for counting
when other clocks occurs. By using tags, we can obtain a speed up in the simulation by avoiding the
enumeration of all instants that are not required to be computed will providing the exact same total or-
der. This last point can be exploited only on specific conditions, like for instance when different clocks
are accessing in a deterministic way to a same dimension. In this case, reasoning on tag relations is
enough to speed up the simulation and avoiding the possibly numerous ticks of a clock discretizing the
physical dimension with the greatest common divisor. It however requires a correct integration of such
mechanism in the operational semantics of the CCSL language.

6For more complex relations, where the angular velocity is not considered as constant, it can be bounded, or given by an external process
(e.g., a black or white box coordinated model ) to simulate a specific scenario.
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6.2. Perspective About the Modeling of Structural Operational Seman-
tics

In this section, I draw perspectives about the concurrent and timed modeling of structural operational
semantics.

6.2.1. Formal specification or abstraction of rewriting rules

As explained in chapter 3, in the definition of the operational semantics of a language we did not use
a formal language for the definition of rewriting rules (named DSA). On the one hand, it disabled a
full formal reasoning over the operational semantics of the language and/or over the behavior of a
model. On the other hand it allowed a better integration with external (java based) libraries, allowing
for advanced examples (like ones embedding FMUs or equation solvers) and better user feedback (for
example by linking with plotting libraries and providing visual feedback on the evolution of some Run
Time Data (RTD)).

In order to make the operational semantics formal, we need to replace the language used for the rewrit-
ing rules by a formal language, and to understand the link with the language used for the MoCC (which
is already formal). Several languages are candidates to specify the DSA but we are currently initiating a
light collaboration with Akram Idani7, who is working on a modeling framework 8 where the rewriting
rules are defined in B [2]. Based on pre/post conditions, it limits the acceptable order in which the
rewriting rules can be called. By mixing his approach with our approach, we could define the rewriting
rules in B and drive the calls to these rewriting rules by the concurrency model. We could then take
benefits from all the B tooling, for instance to ensure the compatibility between the MoCC and a set
of rewriting rules. It may also be used to detect non determinism hidden inside rewriting rules; or to
compare different execution states. To go beyond these first ideas, some research activities must be
done to precisely understand the link between the two formal languages used to specify the MoCC
and the DSA. This requires formalizing the communication used between the MoCC and the DSA (as
already investigated in [114]). This would eventually lead to formal reasoning over the whole opera-
tional semantics, including refinement checking, according to some properties, between the behavior
of different, possibly heterogeneous, models.

If formalizing the operational semantics is an important step, it is however important to take benefits
from the calls to external, possibly complex, java-like actions (when a rewriting rule is executed). There
are multiple ways to handle this depending on the role of the java-like actions.

First, if a java-like action is used to provide feedback to the user (like for instance data plotting), then
this action usually does not depend on a specific semantics but on the RTD. In this case, it should
probably be generalized and provided once and for all in a dedicated GEMOC add-on (see section 3.4.5
for examples of existing add-ons). This way, any language could take benefit from the user feedback.

Second, when the java-like actions are used to call some specific libraries (e.g., FMI or ILP), it is then
important to characterize such calls and their impact on the RTD. Then, these calls may be abstracted
by using (B) pre and post conditions so that it ensures minimal reasoning capabilities. Any black box
action conforming to these pre/post conditions are then considered as correct. We could for instance
check at runtime (or in some cases by static analysis) that the “black box” java-like actions are not
violating their abstraction.

6.2.2. Clarification of the links between various “views” over the semantics

When dealing with a model or program, written in a specific language, there usually exist different views
of the behavioral semantics of the language. For instance, let consider that a language is specified by a
syntax and the definition of a structural operational semantics: < Syn,SoS >. The SoS can be specified
in various ways, ranging from informal documens in natural languages to formal specifications like the

7http://lig-membres.imag.fr/idani/
8http://vasco.imag.fr/tools/meeduse/

http://vasco.imag.fr/tools/meeduse/
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one proposed by Plotkin [149]. If this specification is not directly executable, then an interpreter must
be implemented (based on the definition). It is important that the interpreter satisfies the definition
of the SoS. However it can introduce some restrictions during the implementation. For instance, a
fork statement can be defined in the SoS as allowing all the possible interleavings of its consecutive
statements (until a join). Some interpreters correctly implement a subset of this semantics by choosing
a specific order in the execution of the consecutive statements (for instance choosing the order of the
actions in the document)9. Such implementation of the interpreter is correct in the sense that all the
traces produced by the interpreters are valid traces, i.e., acceptable by the semantics. It can however
lead to undetectable bugs event if strongly tested. For instance if the system if tested in a different
context. For instance when using a compiler with a more permissive semantics or when using another
interpreter. In some case, a different execution trace can be obtained after simple copy/paste, which
changes the order of the actions in the document.

In order to better apprehend such phenomenon, we advocate the use of a golden executable semantics
(as formal as possible). However, even in this case it seems important to better understand the rela-
tion(s) between different software with respect to this semantics. A better (formal ?) characterization of
these relations may be of great help to pin point potential problems/point of attention when choosing
a specific tool/technology.

Interestingly, the same kind of phenomenon appears when controlling the simulation of a model be-
hind a specific API, common to various languages (for instance when using HLA or FMI for co-simula-
tion or older software bus). Indeed, we have shown in [38, 121] that using a time triggered API to control
the simulation of cyber models can lead to a blurred resulting semantics, introducing inaccuracy and
bad simulation performances. This is usually due to the injection of temporal inaccuracy due to the
homogenization of the control API. Once again it seems important to be more systematic in the char-
acterization of the effect(s) of a specific API on the relation(s) between a program and its semantics.
This should help to better understand (co-)simulation results.

Such phenomenon is well known in the domain of differential equation solving. Since there is no exact
SoS for differential equations, there exist only approximations of it. However, based on advanced struc-
tural analysis [21] and/or mathematical techniques, it is (for some classes of differential equations)
possible to precisely bound the error introduced by the approximation. The proposition is then to ex-
plore the possibility to create the formal context and the technique appropriate to do the same kind of
analysis in the context of cyber models. The relations between a golden semantics and the interpreta-
tion done by some implementations could then be precisely characterized. More ambitious, based on
such relations it may be possible to automatically infer the set of properties that are preserved/check-
able after the choice of a specific tool.

This perspective is highly exploratory but may have an interesting impact in 1) the understanding of
implementation choices when encoding an interpreter/compiler and 2) the acceptance/validity of co-
simulation results.

6.2.3. Integration of the various metalanguages used for SOS modeling

From a practical point of view, we are using three different metalanguages for the specification of the
operational semantics of a language (MoCCML mapping, MoCCML constraints, KerMeta). This is be-
cause we used the most appropriate meta language for each of the “ingredients” of the operational
semantics. We obtained some benefits by doing so since the metalanguages came with the facilities
appropriate to their usage. For example, the MoCCML constraint language, by its declarative nature,
provide a natural and elegant way to refine the MoCC by addition of constraints. This has been used for
instance to specify the deployment of an application on a hardware architecture or to ensure that the
coordination of a model does not introduce new behavior in the coordinated models. Additionally, it
allowed us to reuse the existing tooling for each of the different metalanguages. However, because the
different meta languages follow different formalisms, it makes it difficult for newcomers to define/un-
derstand the resulting semantics.

9This is a classical behavior (even if dangerous), found for instance in the Moka fUML interpreter (https://wiki.eclipse.org/
Papyrus/UserGuide/fUML_ALF_Moka) or in the SCXML reinterpretation of State Charts (http://www.w3.org/TR/scxml/)

https://wiki.eclipse.org/Papyrus/UserGuide/fUML_ALF_Moka
https://wiki.eclipse.org/Papyrus/UserGuide/fUML_ALF_Moka
http://www.w3.org/TR/scxml/
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To help in the definition of the operational semantics, these different ingredients should be specified in
an seamless way, i.e., with no (or few) context switch overhead due to the formalism change. This can
be done in (at least) two different manners.

A first one consists in providing one single meta language, able to specify both the rewriting rules,
the concurrent and time way these rules can be scheduled, and their mapping to the abstract syntax.
While this may be possible to define such a meta language, one has to take care to keep the benefits
introduced by each of the metalanguages; both at the specification level (an appropriate formalism)
and at the runtime level (with appropriate tooling/reasoning facilities). A side benefit of such approach
is that it requires to enumerate the properties of each meta language that makes it appropriate to the
specification of a particular ingredient. Once everything is clarified, redundant roles can be removed
and it may be easier to figure out a language suitable to the definition of a (formal) concurrent and
timed operational semantics. This is however (1) not sure that a suitable formalism exist, and (2) it
requires a lot of work to provide the tooling facilities equivalent to the one provided by each of the
existing metalanguages.

A second way to help the user defining its operational semantics is to provide editing facilities that de-
crease the distances between the different meta languages, while keeping them and their tooling under
the hood. This would avoid switching from one technical environment to another. This is for instance
what the ALE language 10 does by allowing the definition of the DSA in the same environment then
the abstract syntax. Behind the scene, it creates a dedicated file storing the required information and
the operation definition. More generally, the idea is to provide a consistent view of the operational se-
mantics definition (or even of the whole language definition) despite the use of several metalanguages.
It may be done for instance by using the notion of viewpoint provided by Sirius or the facility to mix
different concrete syntaxes provided by tools like JetBrains MPS11.

If this perspective is not directly linked with scientific questions about operational semantics, not deal-
ing with it may be a blocking point for communication, user acceptance and education; consequently
limiting the scientific impact.

6.2.4. Helping Writing/Debugging The Operational Semantics

Defining a concurrent and timed operational semantics can be complex. In the GEMOC studio we
provided facilities so that the language developers can have a quick feedback about the operational
semantics they are developing (e.g., by running example models). However, the declarative nature of
the MoCC can make it difficult for a user to understand the semantics resulting from the conjunction
of all the constraints. There are multiple ways to help the language developers in the definition of the
operational semantics.

First, when he is executing a model to check the correctness of its semantics, it may happen that some
actions are forbidden while they should be allowed by the semantics. In this case, it may be possible
for the user to enforce such action and to have a feedback on which constraints are violated in this
case. This would be of great help for correcting the MoCC but requires non trivial manipulation of the
underlying Binary Decision Diagram used in TimeSquare. This manipulation should be reversible so
that the “initial” execution can continue.

Second, during the execution of a model it may happen that some actions are allowed while forbidden
by the semantics. In this case, it should be possible for the language developer to manually disable
the corresponding actions and to have a feedback on this impact on the semantics. Note that a crude
version of this possibility has already been implemented in the GEMOC Studio where disabling a spe-
cific clock modifies the BDD and recomputes the new possible futures. However we are missing two
important features. The first one should support the language developer that wants to remove a logical
step rather than a clock itself from the solution space. For instance he may want to remove a logical
step where two clocks are synchronous, but keep the logical steps where clocks occur exclusively. The
second missing behavior is a help on how this logical step removal can be done by the addition of a

10https://github.com/gemoc/ale-lang
11https://www.jetbrains.com/mps/ or more specifically https://www.jetbrains.com/mps/img/screenshots/2017.2/
language-support.png

https://github.com/gemoc/ale-lang
https://www.jetbrains.com/mps/
https://www.jetbrains.com/mps/img/screenshots/2017.2/language-support.png
https://www.jetbrains.com/mps/img/screenshots/2017.2/language-support.png
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constraint in the MoCC. In some specific cases, a simple constraint can be automatically added to dis-
able some logical steps (for instance by adding an exclusion between two clocks). More generally, this
can not be deduced automatically but all the constraints that relate to the undesired logical step could
be emphasized to help the language developer figuring out the missing constraint(s). This emphasize
could be based on an adaptation of the clock graph; where only relevant clocks are presented and where
new constraint could be draw to provide a test and error way to reason on the constraints.

Third, we can also imagine helping the language developer to write (a first shot of) its semantics. For
example, we may ask a user to define some representative case studies and propose a way to manu-
ally “play” the acceptable traces for these examples. Then, it may be possible to infer (at least) a base
definition of the MoCC. For instance it may be possible to infer an untimed version of the MoCC by
checking when the causalities between two actions are always true for a specific structural pattern in
the model. This may also be done by trying some well known patterns extracted from existing MoCC
definition (e.g., fork concept, join concept, exclusive (or not) predicate based branching concept).

Finally, if we go even further, it may be possible to infer some information about the MoCC aspect of an
operational semantics by learning on the acceptable traces of various different models. This is actually
what most developers are doing, instead of learning the operational semantics of a language by reading
the specification (when available), they learn from testing and practicing with different programs. To
formulate it more appealingly, if we consider that each constraint of the MoCC is a property of the se-
mantics then, extracting properties of the operational semantics of a language from the deep learning
of traces obtained from models, may be a very interesting topic when it is required to make explicit
an implicit behavioral semantics (for instance encoded into a tool). Of course extracting the concur-
rent and timed aspects may be challenging and strongly rely on the test set. However, automatically
providing a partial semantics may be better in many cases than a purely black box one.

6.3. Perspectives About Heterogeneous Modeling and Simulation

6.3.1. Support for Data Coordination

As presented in chapter 4, we proposed, based on a language behavioral interface to define coordi-
nation patterns from which the orchestration between different, possibly heterogeneous, models can
be automatically generated. It is then possible to interpret the specification of the orchestration to
co-simulate the different models.

The patterns allow to generate the synchronization between the different model executions, however
they do not define how the data are exchanged between the different models. We did not support data
exchange since we had the will to define correct by construction orchestrations in the sense that, it
is not possible to introduce a new behavior in a model due to its coordination. In other words, any
behavior of a coordinated model belongs to the set of behaviors defined by its execution model. Also,
in BCOoL, we wanted the coordination to be non intrusive, so that a model did not need to predefine
some events as being inputs or outputs.

In order to allow data coordination, it is important to make choice on the properties we want about
the coordination. It is for instance impossible in the general case to ensure that no new behavior will
be introduced since allowing a data to be set from the outside could modify the internal control of the
model, driving the model into an execution path that was not accessible before.

After a clear definition of the properties that are expected by the coordination, it is important to be
aware of the reading/writing time of such data. According to our definition of the operational seman-
tics, it means that the MoCC defines specific read/write DSE for each data. This means that the ma-
nipulation of data by using rewriting rules can not be left hidden in the rewriting rules and must be
exposed through the use of the corresponding DSE. On the one hand it is safe since in this case the
MoCC defines the exact points in time when data can be set/get but on the other hand it increases in
a significant way the complexity of the MoCC. Additionally, from a technical point of view, adding all
these DSE introduces a lot of new DSE that may be only loosely constrained. For instance if some data
are only set, then it means that the DSE associated to the get of the data is free to occur at any time (ex-
cept perhaps synchronously with the set). Since the concurrency model represent at each step of the
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simulation all the possible execution paths, it means that any model having N non constrained MSE

have, by definition 2N possible execution paths, without even considering any of the “relevant” paths.
This unfortunately introduces (artificial) computational explosion.

An important enabler to allow a safe coordination of data between heterogeneous models is to cor-
rectly handle the link between the MoCC and the data manipulation so that the impact of the coordi-
nation can be clearly understood while avoiding artificial complexity for the designer and during the
co-simulation of heterogeneous models.

One potential idea in order to handle non intrusive coordination without computational explosion is
to (automatically) extract (e.g., by static analysis) the inputs/outputs of a model. This would allow
the coordination of models whose language is not equipped with the notion of input/output. These
notions are then properties of the models rather than properties of the language. Of course, if the
language already defines these notions, we can exploit then naturally. With such information, we can
for instance forbid coordinations that require the modification of output data, so that it avoids potential
race conditions between the internal semantics of the models and the coordination itself.

I am currently advising a PhD thesis (started less than one year ago) on this subject and we are confident
to introduce the appropriate mechanism to provide both a sound data coordination and no significant
performance overhead due to data coordination.

Finally, it is interesting to note that data coordination is actually strongly linked to the notion of master
algorithm in the co-simulation domain. We already published preliminary work that highlights the
need to better understand the internal data manipulation of a model to drive an accurate and efficient
co-simulation [38, 121]. We believe that we can have an interesting insight in co-simulation by taking
advantage of 1) language specific semantics particularities (like for instance delays due to computation
of cyber models) and 2) the definition of an explicit coordination model to allows the synthesis of a
dedicated master algorithm, based on the behavioral characteristics of models and their coordination
(once again, see [121] for preliminary results on this subject).

6.3.2. Understand the models “Greyification” for Correct and Formal Coordination

In all of our previous works, we were advocating a complete knowledge about the model syntax and
semantics in order to propose definition of coordination patterns and eventually the co-simulation of
heterogeneous (cyber) models. It was important to first understand the mechanisms and information
required for a correct coordination of model executions.

When considering industrial context, there is a need to protect the Intellectual Property (IP) of models
so that they can be exchanged (e.g., between suppliers) without revealing industrial skills implied in
the realization of the models. This is the reason why de facto standards like FMI hide the models and
their simulator behind a common interface from which the model can successively do steps for some
duration and their state can be queried or set at specific points in time between two steps. This is a
pragmatic solution but it does not ensure accurate simulation results [38, 121].

In order to make a correct coordination of the different black box models, the algorithm in charge of co-
ordinating the models under execution must be aware of the semantic specificities of each models. For
instance, coordinating a model based on differential equations is different than coordinating a model
representing a periodic computation on a computer; which is also different than coordinating a model
representing a reactive application. Exposing such differences is not violating the IP property, however,
it is not clear, yet, how much we can/need to expose from the different models.

In order to ensure the correctness of co-simulation, we may explore two different ways to greify the
models under co-simulation.

6.3.2.1. Greyification strategy #1

The first way to greyify the models for co-simulation consists in exposing some information on the en-
tities, which is relevant to the synthesis of a master algorithm dedicated to the topology of models (i.e.,
a st of executable models and connectors between their input/ouputs) and whose behavior depends
on the properties exposed by each of the models.



6.3. Perspectives About Heterogeneous Modeling and Simulation 113

In first work on the subject initiated with Claudio Gomes, we identified three important kinds of infor-
mation: the usage made by a model of its input data, the capability of the executable model with respect
to the co-simulation and the responsibilities, which are assigned based on the usage, capabilities and
the model topology either to the master algorithm or to the models.

For instance, a black box model should expose the input usage. An input usage provides few but enough
information of what is expected by the model, like, for instance the following ones:

ZCD this usage means that the input is used to perform a Zero Crossing Detection, and then that the
entity is interested in a precise temporal localization of the crossing.

trigger This usage means that a new valuation of the input leads to the triggering of the internal entity
behavior, usually including reading of its inputs and further production of its outputs. This is
interesting since without new valuation, the entity does not need to be simulated.

sampling This usage means that the input will be internally sampled at a given rate; there is conse-
quently no need to feed this input except on reading.

A black box model should also expose its capabilities. A capability denotes a specific behavior of a
model, associated or not to an input or output, which is related to co-simulation.

Examples of capabilities associated to an input are:

reject if unexpected change this capability means that the model is capable to reject an input valua-
tion if the difference with the previous valuation does not allow him to guarantee a correct behav-
ior. This is for instance the case when an entity is using an input to do a Zero Crossing Detection
(ZCD). In this case, the entity is actually trying to detect the actual time at which the input value
is crossing a specific value. Then, it may found out that the difference between two successive
inputs is too big to precisely enough localize the zero crossing. In this case, it will reject the step.

extrapolation the capability of a model to do extrapolation on the given input. This is of first impor-
tance to correctly feed the entity.

interpolation the capability of a model to do interpolation on the given input. This is of first impor-
tance to correctly feed the entity.

understand discontinuity location This capability means that the model accepts to be notified that
the input had a discontinuity. This is important since if this capability is associated to a ZCD, then
no useless rollback is done.

Based on the different capabilities and a specific topology (i.e., set of interconnected models), it seems
possible to elaborate a dedicated master algorithm, which implements the appropriate mechanisms
according to the allocation of so called responsibilities. For instance, if a connector links an output the
capability to do a discontinuity location to an input with a zero crossing detection usage and with no
rollback mechanism, the master algorithm should not behave the same than if the input does not use
the input for zero crossing detection.

All this work still needs to be better studied and understood but it seems interesting to tame co-simulation.
This is also interesting to see that the FMI de facto standard is shyly following the same direction and
proposed to adopt two of the recommendation we made in [38, 121], namely conservation of the history
between two communication points and explicit specification of event arrival (typically for periodically
executed systems). This seems however not at all attributed to our work.

6.3.2.2. Greyification strategy #2

We are also working on another way to expose information on how to co-simulate heterogeneous mod-
els. This second methods is more linked to the work presented in chapter 4. In previous works, we pro-
posed an extension of the FMI API with a specialized version of the doStep method dedicated to cyber
models. The idea was that original time driven doStep was not appropriate to simulate cyber models
where it is more accurate to simulate until a specific event occurs (e.g., a read on an input and/or a
write on an output).
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It may be interesting to generalize this idea, which considers that different models need to commu-
nicate differently with the master algorithm depending on both their behavioral semantics and their
connection(s) to other models.

A first idea consists in proposing an API with a doStep function that takes a predicate as a parameter.
The predicate should be defined in a dedicated language, whose models are parameterized by a lan-
guage behavioral interface. More precisely a predicate for a model written in a language L should speak
about elements the language behavioral interface of L, applied on the model.

The language behavioral interface should provide information about the event and runtime data that
may appear in the conforming models. The models should also expose some (input and output) ports.
When someone calls a doStep(10ms) (i.e., doStep(∆t )) on a model, it is because he intuitively knows
that the model is executed according to the physically time. If we consider quantized state systems
(QSS) methods, where the system is discretized based on quantum of the system space instead of dis-
cretization of the time, than one may call a doStep(quantum on v = 1cm) (i.e., doStep(∆v)). Once again
this is based on the knowledge about the semantics of the solver, and the knowledge about a v variable.
By extension, with an appropriate knowledge on a language semantics, one may do doStep(sup(input1,
output2)) (i.e., doStep(eventoccur r ence))12.

This idea is challenging at many levels ranging from the identification of the appropriate information
to put in the language behavioral interface to the understanding of how a model wrapper can be im-
plemented on the basis of a predicate.

6.4. Thoughts About Formal System Engineering

There is still a long road towards formal system engineering. In order to pave this road, we need to
rely on a more systematic understanding of the concepts manipulated in each engineering disciplines
without enumerating all of these disciplines. Of course, the first step in my honest opinion is to make
explicit the semantics of a language. We saw that the behavioral semantics is a key point but it may
not be the operational semantics. Generally speaking, we need to specify the behavioral semantics in
a tractable way, so that behaviors of models are clearly understood. We may also think about other,
additional, descriptions of the semantics like for instance ontologies, that could make it easier to align
concepts from a domain to another.

In all the cases, we should try to avoid tooling directly specific languages and we should learn how to
reason on meta languages. By tooling the meta languages, we can reason on their instances, i.e., on the
description of a language, so that any new language can benefit from the tooling. This is for instance
what we did for Lsem in GEMOC (see top left of Figure 6.6). Using a same meta-language to define
different languages also bring benefits when it is time to compare them. For instance, in our previous
work we can imagine a comparison of the behavioral semantics from two languages by relying on Lsem .
If both languages are described by using different meta languages (even sometimes the natural lan-
guage), then comparing their semantics is tedious and error prone. Also, such meta languages should
be well adapted to their purpose. For instance we may use Mathematics as a common meta-language
for many activities, but being very expressive, it makes automatic reasoning more difficult and we fall
back to the same pros/cons than when comparing the use of a DSL and a GPL.

Also, if we want to rely on a more systematic understanding of the concepts manipulated in each engi-
neering discipline, we need to relate the meta languages themselves. For instance, if we consider that
we can obtain a simulator tool based on the Lsem meta language, which can produce traces when used
with a specific semantics and a model (i.e., a syntax) as parameters, then this trace should be instance
of a model which is itself related to the meta language used for the semantics (see top left of Figure 6.6).
This is also what we did in GEMOC, were traces speak about occurrences of events, themselves typed
by DSE part of the semantics and defined in Lsem . By doing so, it was easier to know the important point
of interest in a trace and we were able to compare a trace from a tool to the original semantics (see an
implementation of it based on the Capella language here: https://youtu.be/ESIX2PFGiDU). These
relations between meta languages should be generalized to ensure a better consistency of a system

12where sup is the CCSL operator from chapter 2

https://youtu.be/ESIX2PFGiDU
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engineering ecosystem13.

On Figure 6.6, I put some of the meta languages and relations between them that may be important in
the context of a consistent system engineering. Of course it was not possible to put all of them or to
be precise enough without having a too complex Figure14. On this picture we can see that, ideally the
tooling is never done on a specific language but always on specific meta-language. We can differentiate
two kinds of tools. The first one, like the simulator already presented above, is defined independently
of a specific language but its goal is to reason on models written in a specific language. Consequently,
its parameters are both a part of the language definition and a model. Other examples of this type of
tool is tool5, defined with respect to a language for horizontal patterns (Lh−pat ter n). It takes a pattern
and two models in order to generate a set of horizontal correspondences between the two models. This
correspond to a part of the tooling realized in B-COOL. The other type of tools are used for reasoning on
languages. For instance tool2 may be a tool to compare two semantics. As such it takes two semantics
as parameters and may, for instance, say if a semantics is a refinement of the other or not. Also, while
not presented in this document, Melange [59] is one of such tool, that allows to obtain a languages by
the composition of different (parts of) Languages. In the context of system engineering, such tools may
be used to compare language interfaces (e.g., tool3) or to abstract a language interface according to
specific criteria. For instance tool4 may be used to extract from a very permissive language interface a
language interface enforcing the notion of input/output.
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Figure 6.6: Support for Some Thoughts About an Ecosystem for System Engineering

13one may try to avoid direct, code level dependencies, and can use for instance megamodels; but conceptually, relations or meta-
correspondences are an important support for consistency

14for instance there is no reference to the meta language used for the syntax while most of the other meta-languages have relations with
it.
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Another aspect of such ecosystems is their flexibility in the relations between meta languages and/or
the way(s) artifacts are produced. For instance on Figure 6.6, we do not know how properties of models
are obtained. They may be obtained by the analysis of a set of traces (e.g., obtained from a simulator),
or obtained by an analysis of the semantics of the language according to the structure of the models; or
even tagged manually by an expert of the domain. We can imagine that, all these sources bring different
kinds of properties that can be useful for different analysis.

In this framework, one interesting work would be to precisely relate models at different abstraction lev-
els. As a start, one can think about the classical abstraction/refinement relation. This relation is usually
either left informal or its formalization is hard coded, typically as a simulation relation between the
traces obtained from the refined model and its abstraction. We could imagine going further and defin-
ing different types of abstraction by using Vertical patterns. Such patterns could then be applied on
models to obtain vertical correspondences from which the relations between the set of properties from
two models is clearly established. In other words, we could reason on the possibility to characterize
some abstraction/refinement relations so that the properties that are conserved by the abstraction are
known and made explicit. This may be a way to tract the relations between systems and subsystems
from the requirements until the implementation/realization.

All this said, I have to admit that I understand the potential amount of work such framework represents
since understanding the required concepts for a single meta language and realizing its tooling may
require several years. We may also be restricted in our analysis/tooling by state of the art or by mem-
ory/computational explosion. However, in such case one can think about an appropriate abstraction,
not necessarily exact, but that may already be of great help. Additionally, I realize that a lot is left out
of the picture like for instance requirement engineering, reuse of legacy code, use of black box tools or
socio technical alignment between domains to cite only a few. Anyway I think this is both an interesting
playground for researchers and an important subject for industries.
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