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Abstract. We present a low-cost hand-based device coupled with a
3D motion recovery engine and 3D visualization. This platform aims at
studying ergonomic 3D interactions in order to manipulate and deform
3D models by interacting with hands on 3D meshes.
Deformations are done using different modes of interaction that we will
detail in the paper. Finger extremities are attached to vertices, edges or
facets. Switching from one mode to another or changing the point of view
is done using gestures. The determination of the more adequate gestures
is part of the work.

1 Motivations

In the early 80’s, mice and graphic screens led to a revolution in computer
interfaces and quickly became the by far most common 2D devices. Today, a
growing number of 3D displays appears on the market: active or passive 3D
glasses, 3D Head Mounted Displays and now 3D LCD monitors. However, 3D
devices such as pointers, 3D mice and gloves are not widely used, due to the high
cost, a lack of applications and most importantly the low Ergonomy making their
usage difficult.

Our motivations come from two main applications. The first one is about
Computer Graphics and 3D builders such as the well known Blender, 3DS Max
or Maya. Building 3D worlds and 3D objects is commonly done using 2D devices
(such as mouse and keyboard) and visualized on a 2D monitor. Designers of 3D
worlds and 3D objects use 3 orthogonal planes in order to imagine the 3D world.
Some 3D operations are made difficult and counter-intuitive by the limitations
induced. Our 3D device enables intuitive manipulations in 3D space by capturing
the user’s 3D motion. To provide visual feedback to the user in this context, 3D
vision is also mandatory.
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The second application comes from the medical field where the images are
often in 3D. Segmenting anatomical structures are done using different segmen-
tation methods that may be automatic in some particular cases but often need
user intervention for algorithm initialization, during convergence for local mini-
mum avoidance or at the end, for refinement. This is the case when the physician
needs very precise result, for example in brain anatomy labeling for spectroscopy.
The human interaction with the model is actually tedious and physiologists are
not as familiar with 3D projections as computer graphists: there is a need for an
intuitive and 3D interface.

All the children are able to simply create and modify 3D models using their
fingers on plasticine. Our idea is based on using the hands, and, specially the
fingers extremities in order to deform 3D meshes. However, how many hands
and fingers to use and how to use them needs to be more precisely studied.
Thus, Gestaction3D aims at building a platform for 3D interactions testing. The
system is based on Computer Vision reconstruction and built with very cheap
components in order to easily modify it and produce several prototypes at low
cost.

2 Related work

The dexterity of human hands allows us to execute precise tasks at high speed.
If necessary, the hands can easily be trained. Hand motion alone or with instru-
ments have been employed with the aid of Computer Vision in HCI since several
years [13, 11, 1, 3, 2, 17, 10, 5, 9].

Some systems use detection in 2D such as in the Magic Table [1] where colored
tokens are detected on a table in order to interact both with real and virtual
planar objects. Some others use 3D detection such as the GestureVR [13] or
the VisionWand [3]. GestureVR [13] allows spatial interactions using 2 cameras
with the recognition of 3 hand gestures. Two fingers and their orientations are
detected. It permits also 3D drawing, robot arm manipulation and 3D scene
navigation. The VisionWand [3] is a passive wand with colored extremities that
is used for interactions with 2D objects and menus selection. The system allows
the recognition of 9 different gestures.

The motivations of the different works are manipulation of objects [1, 3, 14],
pointing to objects or menus [11], gesture recognition for gesture command [15]
or American Sign Language detection[6] .

Moeslund and colleagues [11] have developed a system for pointing task using
computer vision and a magnetic tracker mounted on the stereo glasses.

Smith and colleagues [14] have explicited constraints that allow the manip-
ulation of 3D objects using 2D devices. They apply their system for objects
manipulation in a room (chairs, tables, ...).

Computer Vision based approaches using free hands for gesture recognition
are still in a stage of research [10, 5] even if some results are promising [17].
Limiting the known motions to a small set of gestures is mandatory both for the
user (more gestures imply more learning) and the recognition system.
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Fig. 1. Standard geometry of cameras.

In this work, we need to study how to interact with 3D objects in order to
deform them according to different modes of interaction we will detail later in
the paper. We also need to move our point of observation during the interaction.
We want to be able to use our system both in an immersive room (dark) and
in an usual office or in classroom. We want to use a passive system and decided
to use colored and comfortable gloves. We focus also to increase the space of
interaction that is really too much limited in systems such as the P5 gloves from
Essential Reality.

3 Platform description

Gloves are hand made from thin silk black gloves with 5 different colors located
at each finger, switches and batteries. The stereo acquisition is done using two
webcams Philips Fun II aligned in order to use the simplification of epipolar
geometry in the case of standard geometry (see figure 1). Thus, the depth is
easily recovered: depth of fingers is inversely proportional to the 2D disparity
between the 2 projections [8].

It is well known in Computer Vision that the extraction of points of interest
and matching between two views is a difficult problem and that mistakes at
this step may lead to the failure of the entire 3D reconstruction process. In
our case, colored LEDs are easily segmented and 2D localized using the HSV
color system in order to allow different lighting conditions. The colors avoid the
difficult matching points step [18]. Calibration is done in order to exploit the
whole field of view with respect to the amplitude of displacements in the scene.
Then, depth is directly recovered from 2D disparity.

The platform is composed by a server and a client. The server is responsible
of the acquisition of the 3D positions of the fingers and of the gesture recognition
(see figures 2 and 3). We will detail this part in the next paragraph (4). The client
is responsible for the rendering process and for applying the displacement and
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Fig. 2. User in front of the system. On the left computer, the VRPN server and the two
webcam widgets with the colored LEDs detected. On the right computer, the VRPN
client with the 3D rendering.

deformations to the scene. Communication between the acquisition computer
and the rendering machine is done with the VRPN library [16] in order to make
its integration with Virtual Reality Systems possible.

Among the different models of deformable objects [12], we chose the CGAL [7]
implementation which manages useful operations such as mesh refinement. The
3D scene is then managed using OpenSG and displayed using stereo rendering
to enable visual feedback to the user. On a desktop computer, the system uses
VRex stereo glasses on a CRT monitor to enable visual feedback to the user. In
an immersive room, the local stereo rendering is used.

4 Objects modeling and deforming

As a feedback to the user, detected positions of fingers extremities are rendered
using small colored spheres (see figure 3 bottom right). At the very beginning
of our study, we observed that it is mandatory to have a 3D display in order to
know if fingers are in front of or back to the objects we want to deform. We also
observed that smoothing the mesh enables an interaction closer to the plasticine.

In order to interact with a 3D mesh, several fingers extremities are followed. A
vertex is attached to a finger when the finger is detected in the 3D neighborhood
of the vertex. It is detached when the finger moves rapidly away from the vertex.
When a vertex is attached to a finger, it moves according to 3D displacements
of the finger. Depending on user’s ability to move separately different fingers,
different fingers can simultaneously be attached to different vertices, permitting
to deform a 3D object as it were in deformable plasticine.

We developed different modes of interaction:
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Fig. 3. Focus on the application. On top left, the two acquired images with the de-
tection of fingers extremities. On bottom left, a view of the user. On center right,
the fingers in 3D (balls centered on the 3D reconstructed points). The yellow finger is
attached to a vertex and moving it backward.

vertex mode: the vertex is moving according to the corresponding finger mo-
tion. Several vertices can move simultaneously.

facet mode: one finger is attached to a facet which translates along its normal
according to the translation component on this axis of the finger displace-
ment.

edge deletion: edges that are selected are deleted.
extrusion: an edge is selected by its two vertices and it is extruded using

vertices displacements.
facet division: when 2 vertices are selected, the corresponding facet is divided

into two parts, adding a new edge.

The different modes can simply be activated using the keyboard. However, it
is probably not satisfying to switch from natural displacements to keyboard, even
if a second user is assigned to the keyboard and can react to vocal command.
We wanted to evaluate this point using different gestures to switch from a mode
to another. Actually, these are simple gestures, mostly planar and should be
improved later, for example using more sophisticated gesture recognition such
as [17, 4] (learning of the gesture structure).

5 Gestures interviews

A first user-centered design was performed in order to establish gestures for the
scene management according to the “3D interactions in a virtual environment”
taxonomy of Bowman [2]:
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camera displacements: translation and rotation relative to the camera cen-
ter (user point of view);

single object displacements: translation and rotation relative to the object
gravity center;

object selection: single selection or multiple selection;
gesture on/off: enabling or disabling the gesture recognition in order to en-

sure that the user really intends to issue a gestural command.

The final users are students in computer science. The design method is classic
in the CHI field. First, we asked to the users, thanks to a web form, some
information especially about: (i) their customs, (ii) how they could accept a new
input device for 3D interactions and (iii) whether they thought using one or two
hands during 3D interactions, etc. The form was also opened to non-student
people, their answers consolidating students’ ones. Once answers analyzed, we
interviewed ten potential users (3 women and 7 men) in order to find the most
intuitive gestures for the scene management.

Our final users are essentially (80%) male and young. They are familiar with
3D virtual environments (3D games, 3D conception). They are also aware of the
difficulties of interacting in 3D environment with the 2D mouse and the keyboard
(this requires to know many keyboard shortcuts to be efficient).

Interviews were made in front of slides video-projected on screen. Slides se-
quentially illustrated the initial state of the 3D scene and the final state of the
scene after each action (camera displacements, single object displacement and
object selection). At the end of the interview, we discussed the gestures with the
user. Each interview was filmed.

After the interview analysis, we met four interviewed students (other could
not come) in a participative design session.

The result of this process is a first collection of gesture (shown on the movie).
In many situations, users prefer a two-handed interaction. For some actions,
like selecting (figure 4) or taking an object, there is a consensus on “intuitive”
gesture. But, for the other actions, like orienting the camera (figure 5), there
are many gesture propositions. Consequently we decide to follow the consensus,
when existed, and otherwise to impose one or two gestures for a command. One
recurrent remark is about the non-dominant hand and a third modality. In front
of a small screen, users prefer to use the keyboard rather than the second hand,
but in front of a large screen (as it was the case during interviews), functionalities
are expected to be attached to the second hand. A suggestion is also to use a
carpet (or any device on the floor) for moving in the virtual scene, and also to
try vocal recognition to limit the number of gestures.

6 Conclusion and perspectives

The platform described in this paper allows users to build and deform 3D objects
using a low-cost passive glove. A first study has been done using users interviews
in order to determine gestures associated to several commands: camera and ob-
jects displacements and selection. We now need to evaluate these gestures on the



Gestaction3D 7

Fig. 4. Selection gesture: users agree for the same gesture !

Fig. 5. Gesture for rotation: different users mean different gestures !

prototype and also to evaluate the most appropriate commands for interaction
modes switching.

This platform enables us to make further studies on gestures recognition with
more elaborate models such as those described in [10, 5]. We are now ready for
further studies improving the interactions with 3D worlds.
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