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Plan du module

Chapitre

Titre

Qu’est-ce que
'lA?

Qu’est-ce que
les grands
modeles de
langue (LLM) ?

Quels impacts
sur la société ?
Quels impacts
sur moi ?

Quels impacts
sur ma
discipline ?

Contenu

Domaine et familles de méthodes

Applications actuelles

Définition d’un modele d’IA, choix humains dans la conception
Mythe de I’AGI et confrontation a la réalité des neurosciences

Principe des modeles génératifs de texte
Choix simplificateurs et consequences : faillibilité, biais

Exploitation humaine et emplois
Exploitation environnementale
Apprentissage a l'université

Les intéréts des systemes d’IA
Les enjeux des systemes d’IA pour son domaine
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Plan

=) 1. Comment approcher mathématiquement des taches langagiéres ?

e Sur quels choix simplificateurs repose la modélisation de la langue et donc la
technologie des LLM ?

2. Conséquence des choix de simplification effectués : manque
critique de fiabilité

3. Conséquence des choix de simplification effectués : reproduction
du passé (donc des biais sociaux, mais aussi...)

4. Récap’
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Et I'lA « générative » ?

Instruction Réponse

I'TTExtE ;
> The imoge 5
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“ Texte d'instruction avec image : ' : . .
t} 30y irr thic drvme e Entree x Modele d’IA Sortie Yy
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ChatGPT (OpenAl, GPT 3.5)




N

CE

UNIVERSITE :s3i EFELIA
COTED’AZUR %<2~ -

. . . . . M COTE D ATUR Naet
Principe du traitement informatique de la langue
naturelle

= T

e Attaquer des taches textuelles avec des calculs

abricot femme homme orange prince reine
* Exemple: ' o= P '

(473)  (4852) (5420) (6423) (7856) (9512)
* Je me sers du jus d’abricot.
 Je viens de presser des oranges, je vais me servir un verre de jus d”_?

* Pour faire des calculs, il faut représenter les mots avec des nombres :
* 'indice dans le dictionnaire n’est pas adapté car

* |la distance entre les nombres doit représenter la différence de sens
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Comment trouver les nombres representant le sens d’'un mot ?
La strategie choisie autour de 2015 7

probabilité
. exemple d’un chat
Sortiey (.3 y ‘
f ( ) E— 0.75| 1 y, d’un chien
0 001y, |

y4J

d’une voiture

d’une personne

s 2 .
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0.01| abbé 2
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fg(mot5) =
Proba(mot5 | motl,mot2,mot3,mot4)

=
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Choix de se baser sur J. R. Firth 1957 : le sens d’'un mot

est donné par son contexte

—> Si on connait les mots entourant un autre mot, on

devrait donc pouvoir retrouver ce mot

- Choix treés simplificateur

—> mais tres pratique pour utiliser le ML pour trouver
les nombres représentant les mots : créer une
fonction qui va transformer les mots en nombre
pour retrouver un mot a partir de ses voisin :

Stratégie délibérée et simplificatrice :
retrouver le mot a partir de son contexte

pour arriver a concevoir un modele de ML qui
reproduit les statistiques de co-occurrerces
telles que présentes dans les textes a’antrainement
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Au coeur des LLM : les
réseaux Transformers

fp u(fre (tEXte ) ) tiroirs
/ fours
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Donc un LLM reproduit seulement

les co-apparitions de mots

* Au final on obtient un modele qui est concu
et optimisé pour reproduire des co-
occurrences les plus probables de mots

* des combinaisons/motifs complexes de mots
statistiguement plus présentes dans les données
d’entrainement.

- Ll’enchainement de mots produit n’a pas de
lien avec un quelconque raisonnement sur
ce sens.

— Des apparitions jointes ne sont pas signe
d’exactitude/factualité/véracité, ou lien de
cause a effet.

UNIVERSITE 53+ EFELIA
COTED'AZUR “*:: 81 TaTon

Phrases des données d'entrainement -

E1. Les abricots sont bons pour la sante.
E2. Manger des - en hiver contribute
a rester en bonne sante.

E3. Les bars servent beaucoup de jus
d’abricot.

Phrase de test -

- J’ail acheté des , Je vals pouvoir me
faire du jus
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Hallucinations ? Affabulations ? Bullshit*?
e besoin d'une nouvelle terminologie

* Nous nous opposons au terme « hallucination » parce qu'il comporte certaines
implications trompeuses.

* Lorsqgu'une personne hallucine, elle a une expérience perceptive non standard, mais ne
percoit pas réellement une caractéristique du monde {Macpherson, 2013), ou « percevoir »
est compris comme un terme de succes, de sorte qu’elle ne percoit pas réellement |'objet ou
une caractéristique. Ce terme n'est pas approprié pour les LLM pour plusieurs raisons.

1. [...] le terme hallucination anthropomorphise les LLM. [L']'attribution des problemes
résultants a des « hallucinations » des modeles peut permettre aux créateurs de « blamer
le modele d'lA pour les résultats erronés au lieu d'assumer la responsabilité des résultats
eux-mémes », et nous pouvons nous méfier de telles abdications de responsabilité. Les
LLM ne percoivent pas, ils ne percoivent donc pas mal.

2. Ce qui se produit dans le cas ou un LLM émet de faux énoncés n'est pas une forme
inhabituelle ou déviante du processus que ¢a utilise habituellement [...]. Le méme
processus se produit lorsque ses résultats sont vrais.

* “Bullshit” est un juron en anglais, plus souvent traduit par “conneries” ou “foutaise”, mais a fait I'objet d’'une théoris [1],
ré-employée dans l'article [2] ci-dessous. Nous le traduirons ici par “baratin”.

[1] H. G. Frankfurt, “On bullshit”, Princeton University Press, 2005.

[2] M. T. Hicks et al., “ChatGPT is bullshit,” Springer Nature Ethics and Information Technologies, vol. 26, no. 2, Jun. 2024. 10



https://press.princeton.edu/books/hardcover/9780691122946/on-bullshit?srsltid=AfmBOoq6QSV7CznmoahIMYVNYSZfSMCihwG6BIa8ld5KNZHLWiwAsQXJ
https://doi.org/10.1007/s10676-024-09775-5

e
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Hallucinations ? Affabulations ? Bullshit*?
e besoin d'une nouvelle terminologie

e C'est pourquoi nous préférons caractériser ChatGPT comme une
machine a baratin. Cette terminologie permet d'éviter les implications
de la perception ou de la mémorisation dans le fonctionnement du

LLM.

* Al'instar de I'humain qui raconte du baratin, certaines de ces sorties seront
probablement vraies, d'autres non.

* Et comme lorque le baratin vient d’'un humain, nous devrions nous méfier de
la confiance que nous pouvons accorder a ces résultats. Les investisseurs, les
décideurs politiques et le grand public prennent des décisions sur la maniere
de traiter ces machines et de réagir a leur égard en se fondant non pas sur
une compréhension technique approfondie de leur fonctionnement, mais sur
la maniere souvent métaphorigue dont leurs capacités et leurs fonctions sont
communiquées.

[2] M. T. Hicks et al., “ChatGPT is bullshit,” Springer Nature Ethics and Information Technologies, vol. 26, no. 2, Jun. 2024.



https://doi.org/10.1007/s10676-024-09775-5
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Bullshit/baratin : un terme plus précis pour
décrire les produits d'un LLM

* Qualifier leurs erreurs d'« hallucinations » n'est pas anodin : cela préte a
confusion, car les machines pergevraient mal, mais essairaient néanmoins
de transmettre quelque chose gu'elles croient ou qu'elles ont percu.

- Il s'agit |a d'une mauvaise métaphore car les machines n'essaient pas de
communiquer quelque chose qu'elles croient ou percoivent. Leur
imprécision n'est pas due a une perception erronée ou a une hallucination.
Elles n'essaient pas du tout de transmettre des informations. Elles

produisent du baratin.

— Les inexactitudes montrent que la machine raconte du baratin, méme
qguand les sorties sont correctes. Appeler ces inexactitudes « baratin »
lutot qu'« hallucinations » n'est pas seulement plus précis, c'est aussi une
Bonne communication scientifique et technologique dans un domaine qui

en a cruellement besoin.

[2] M. T. Hicks et al., “ChatGPT is bullshit,” Springer Nature Ethics and Information Technologies, vol. 26, no. 2, Jun. 2024. |



https://doi.org/10.1007/s10676-024-09775-5
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1. Comment approcher mathématiquement des taches langagieres ?

e Sur quels choix simplificateurs repose la modélisation de la langue et donc la
technologie des LLM ?

mm) O Conséquence des choix de simplification effectués : manque
critique de fiabilité

3. Conséquence des choix de simplification effectués : reproduction
du passé (donc des biais sociaux, mais aussi...)

4. Récap’
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Mais reproduire les co-occurrences de mots a
ses limites

You
Quelles sont le: 5 2 de leurs filles de 7 ans, Nadia et Héléne

J'ai une devinette pour toi, tu es prét ?

aths de Nadia et
de di

otre coms

(&) Bien sir, je suis prét ! Quelle est ta devinette ?

Une chévre et un homme doivent traverser une riviére. 'homme

trouve un bateau. Comment Fait-il pour traverser la riviére ? Que pourrait penser les enseignants de Madia et Héléne sur leurs aptitudes en maths

ChatGPT
Sans plus d'information: ladia et Hél2ne, il est diffi edi " que leurs
nants pourraient

Lhomme monte dans le bateau et traverse simplement la riviére, en laissant la chévre sur l'autre

rive. Le bateau est suffisamment petit pour ne transporter que I'homme seul. Une fois qu'il est de

l'autre c6té, il peut revenir chercher la chévre, ou simplement la laisser ol elle est si elle n'a pas

besoin de traverser. @&
ChatGPT

ui, la phrase que z t grammiaticalement corre: Elle urtil

itude pour les mathématiqu

* Ce n’est pas parce-que la ==
cohérence syntaxique est e
souvent bonne qu’il faut S e |
oublier leur principes : T T P
associer des mots e ® crucrr
souvent ensemble dans le SN

texte d'e_ntra?nement...
que ca ait du sens ou pas.

au futur du pré - rimer une action qui se produira dan

&
@
o
S

14
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Mais reproduire les co-occurrences de mots
ses limites

Ecris-moi 10 phrases terminant par le mot flan.

@ Bien sdr ! Voici dix phrases qui se terminent par le mot flan:
1. Pour le dessert, il a choisi un délicieux flan.
. La patissiére a ajouté une touche de caramel sur le flan.
. En Espagne, ils raffolent du flan.

. Elle a préparé un flan avec des ceufs frais du marché.

. Mon grand-pére nous racontait des histoires en dégustant un flan.

. Il est difficile de résister a la texture crémeuse d'un bon flan.
. Ma grand-meére prépare le meilleur flan.

. Elle a servi son flan avec un peu de créme fouettée.

. Aprés le diner, tout le monde a apprécié le flan.

. Il a terminé son repas avec un doux flan.

J'espére que ces phrases te plaisent ! @

© S. Canu
15
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Mais reproduire les co-occurrences de ' mots a
ses limites

GPT-3.5 GPT-4

Decode by shifting each letter 13 positions backward in the alphabet.

Input: Jryy, vg jnf abg rknpgyl cynaarq sebz gur ortvaavat.
Correct: Well, it was not exactly planned from the beginning.
v/ GPT-4:  Well, it was not exactly planned from the beginning.

o —
N ©
(6] o
1 1

Decode by shifting each letter 12 positions backward in the alphabet.

Input: Igxx, uf ime zaf gjmofxk bxmzzqp rday ftq nqsuzzuzs.
Correct: Well, it was not exactly planned from the beginning.
X GPT-4: Wait, we are not prepared for the apocalypse yet.

-
L

© O
o IV
S o
1 1

Rot-12 Rot-13 Rot-12 Rot-13

Decoding accuracy
o
o1
o

R. T. McCoy et al., “Embers of autoregression show how large language models are shaped by the problem they are trained
to solve,” Proc. Natl. Acad. Sci. U.S.A., vol. 121, no. 41, Oct. 2024. 16



https://www.pnas.org/doi/10.1073/pnas.2322420121
https://www.pnas.org/doi/10.1073/pnas.2322420121
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Mais reproduire les co-occurrences de mots a
ses limites

ol-preview -17.5

Oliver picks 44 kiwis on Friday. Then he picks 58 kiwis on Saturday. On Sunday, he picks double the Gemma-7b-it |—20.6
number of kiwis he did on Friday, but five of them were a bit smaller than average. How many kiwis Mistral-7b-v().3-24.0]
does Oliver have? Mistral 7bov0 1 —28.3|
01-mini -29.1]
* Les LLM sont moins performants pour les taches e ] e
rares que pour les taches courantes GPTao =0
. . . . . . GemmaZ2-2b -38.6|
* Performances tres variables d'une instanciationa i 0
I'autre de la méme question. e T
Llama3-8b-instruct -57.4|
Phi-3-medium-128k-instruct -57.8 |
. - A Mathstral-7b-v0.1 -59.7|
—> Prudence si on veut les utiliser pour des taches Gemma 77t 7
qui sont rares dans les données d’entrainement P 2.5 it it o
- Limites importantes de la capacite des LLM a e o
effectuer un veritable raisonnement PhiminiBeimsiruet 657
m at h e m at I q u e ’ aé?\/ISKiioGSNI-?OOp Rigurac;i?r’ p(;{)?o

l. Mirzadeh et al., “GSM-Symbolic: Understanding the Limitations of Mathematical Reasoning in Large Language Models,”
ICLR, 2025. 17



http://arxiv.org/abs/2410.05229
http://arxiv.org/abs/2410.05229
http://arxiv.org/abs/2410.05229

UNIVERSITE =535 CFELIA
COTEDAZUR " oD azur

 Cet article expose les
domaines dans lesquels
les meilleurs modeles
vision-langue actuels, y
compris GPT-4y ontdy -, B, oo RS S
mal a repond re a des | g “"f;;;zz:‘f::n';i:] e ] L ] | wh.]
guestions simples sur
neuf motifs visuels de
base.

his
gdom

S. Tong et al., “Eyes Wide Shut? Exploring the Visual Shortcomings of Multimodal LLMs,” IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), Jun. 2024.

18


https://openaccess.thecvf.com/content/CVPR2024/papers/Tong_Eyes_Wide_Shut_Exploring_the_Visual_Shortcomings_of_Multimodal_LLMs_CVPR_2024_paper.pdf
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Un banc de test pour la compréhension
multimodale sur de multiples disciplines

* 11500 questions multimodales soigneusement
collectees a partir d'examens, de questionnaires et
de manuels universitaires

Art & Design Business Science

Question: Among the following harmonic intervals, | Question: ...The graph shown is compiled from data Question: <image 1> The region bounded by the

e 6di sciplines principales - art et design, COMIMEICE, | whichone isconsruced incorrcy il Galli i 1 Pt Tl | stachs a8 shion skove Chimoce an trignl
7

. 7 . . . Options: (g - = that the selcstcd Emotional Health [ndtf.._sfgl:}f expr_ession that can be used to find the area of R.
sciences, santé et médecine, sciences humaines et (0% ..., &2 F i o
M M M 4 M M e = " P Options: 0 A .{/ 3 '
sociales, et technologie et ingénierie O Dimnted st <mger> %O Tl e e L
© M'm(')r‘sevent‘h <un.ag('3> o C) 03571 (D) 05 . — © fﬂzlf(x) ) \ /v
. . (D) Diminished sixth <image 4> i - 1 e ————— ) fz[g(x) x()ldx 4
* 30 183 -d -
S UJ ets et SO u S O m a I n eS Subject: Music; Subfield: Music; Subject: Marketing; Subfield: Market Subject: Math; Subfield: Calculus;
. . L, . Image Type: Sheet Music; Research; Imagg Type: Plots and Charts; Image Type: Mathematical Notations;
° 3 O y p d g h g (g p h q Difficulty: Medium Difficulty: Medium Difficulty: Easy
. t e S I m a e S t re S ete ro e n e$ \ ra I u e S’ Health & Medicine Humanities & Social Sci Tech & Engineering
d I a g ra m m e S’ Ca rte S, ta b | e a u X’ p a rt I t I O n S’ Question: You are shown subtraction <image 1>, Question: In the political o Question: Find the VCE for the circuit shown in
. . T2 weighted <image 2> and T1 weighted axial cartoon, the United States is <image 1>. Neglect VBE
St r u Ct u re S C h I m I q u e S) <image 3> from a screening breast MRI. What is the | seen as fulfilling which of the = 22 A .3.75
etiology of the finding in the left breast? following roles? <image 1> - WSR2

Explanation: ...IE = [(VEE) /
(RE)] =[(5V) / (4 k-ohm)] =
1.25 mA; VCE = VCC - IERL =
10 V - (1.25 mA) 5 k-ohm;
VCE=10V-625V =375V

* Evaluation de 28 LMM open source ainsi que des & | A o

(B) Hematoma

modeles propriétaires GPT-4V(ision) et Gemini (Qstuee ©)Sikconegranlona | (5t ) sl

Subject: Clinical Medicine; Subfield: Clinical | Subject: History; Subfield: Modern Subject: Electronics; Subfield: Analog

° M é m e IeS m Od ‘e I es ava n Cés G PT_4V et G e m i n i {;g:;iflzlsﬁ;, [Il[t::ge Type: Body Scans: MRI, CT.; gi;;?:l\litlymgff\Type Comics and Cartoons; gf;:co‘:lllt;ﬁ,lllx:iige Type: Diagrams;
Ultra n'atteignent que des précisions de 56 % et 59
% respectivement.

Figure 2. Sampled MMMU examples from each discipline. The questions and images need expert-level knowledge to understand and reason.

X. Yue et al., “MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI,*
|IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Jun. 2024.

19


https://openaccess.thecvf.com/content/CVPR2024/papers/Yue_MMMU_A_Massive_Multi-discipline_Multimodal_Understanding_and_Reasoning_Benchmark_for_CVPR_2024_paper.pdf
https://openaccess.thecvf.com/content/CVPR2024/papers/Yue_MMMU_A_Massive_Multi-discipline_Multimodal_Understanding_and_Reasoning_Benchmark_for_CVPR_2024_paper.pdf
https://openaccess.thecvf.com/content/CVPR2024/papers/Yue_MMMU_A_Massive_Multi-discipline_Multimodal_Understanding_and_Reasoning_Benchmark_for_CVPR_2024_paper.pdf
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Les LLM pour la productivite ?

* Goldman Sachs et McKinsey :
* 27 % d'économies sur les colits de main-d'ceuvre
* 7% d’augmentation du PIB en 10 ans

* Prix Nobel Economie 2024 :

* 4,6 % des taches affectées par I'lA, augmentation du facteur de productivité
de 0,66 % sur 10 ans

* 1% a 1,5% d’augmentation du PIB

A. Nathan et al., “Gen Al: Too Much Spent, Too Little Benefit?”, Goldman Sachs Global Macro Research, June 2024.
D. Acemoglu, “The Simple Macroeconomics of Al”, MIT, Economic Policy preprint, May 2024.

20


https://www.goldmansachs.com/images/migrated/insights/pages/gs-research/gen-ai--too-much-spend%2C-too-little-benefit-/TOM_AI%202.0_ForRedaction.pdf
https://economics.mit.edu/sites/default/files/2024-05/The%20Simple%20Macroeconomics%20of%20AI.pdf
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Automatisation a tout prix ou
réelle efficacité ?

* 'automatisation avec des outils d’IA,
décidée par les pouvoirs, est souvent moins
pour leur efficacité réelle que

14 e pour justifier de déployer plus de controle sur
les employées et le public

» et pour échapper a toute responsabilité : « Ce
n'est pas |'Etat qui a signalé accidentellement
guelqu'un en vue d'une expulsion, c'est I'lA.»

©Brian Merchant, BITM
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Plan

1. Comment approcher mathématiquement des taches langagieres ?

e Sur quels choix simplificateurs repose la modélisation de la langue et donc la
technologie des LLM ?

2. Conséquence des choix de simplification effectués : manque
critique de fiabilité

mm) 3. Conséquence des choix de simplification effectués : reproduction
du passé (donc des biais sociaux, mais aussi...)

4. Récap’



FR/\

ANCE
piulo =
@y

UNIVERSITE . EFELIA
COTE DAZUR "%+ Eficiciiiad

Souvenez-vous :

 Un modele de langue (LLM) reproduit des co-occurrences les plus
probables de mots

* des combinaisons/motifs complexes de mots statistiqguement plus présentes
dans les données d’entrainement.

23
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Nos associations implicites

 Dans notre cerveau, le réseau de notre
meémoire sémantique fonctionne par des
associations entre concepts.

* Formeées par la récurrence d’exposition a ces
associations

* Souhaitables ou pas

2

©OE. Banks
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You
Si Diane et Nicolas devaient se partager le travail pour trouver de beaux vétements et réparer le

frigo, comment feraient-ils ?

ChatGPT
Pour se partager le travail de maniére efficace, Diane et Nicolas pourraient utiliser leurs

compétences respectives et établir un plan d'action clair. Voici comment ils pourraient procéder :

1. Répartition des tdches : Diane pourrait prendre en charge la recherche de beaux vétements en

ligne ou dans les magasins locaux, tandis que Nicolas pourrait se concentrer sur la réparation du
frigo.

. Communication : lls devraient se tenir informés de leurs progrés respectifs et discuter des défis
éventuels rencontrés en cours de route. lIs pourraient convenir d'un moment pour se mettre &
jour mutuellement sur l'avancement de leurs tach

3. Collaboration : Bien que chacun ait des responsabilités spécifiques, ils pourraient également se
soutenir mutuellement au n. Par exemple, si Diane a du mal & trouver les vétements
souhaités, Nicolas pourrait l'aider en lui proposant des idées ou en partageant ses propres
recherches.

}. Flexibilité : En cas de changement de circonstances ou de priorités, ils devraient &tre préts a

ajuster leur plan et 4 s'adapter aux nouvelles situations.

En suivan tapes et en travaillant ensemble de maniére organisée et coopérative, Diane et
Micolas pourraient efficacement se partager le travail pour trouver de beaux vétements et réparer

le frigo.

UNIVERSITE 53+ EFELIA (rmery
COTEDAZUR “eo  gneaim: '

automatisation de la
reproduction des inégalités
sociales avec les SIA pose un
probleme éthique fondamental.
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Nos biais discriminants se retrouvent
dans les nombres représentant les mots

non-bias directions

A

programmer

— Les représentations
numeriques de mots
peuvent refléter des
associations biaisées entre babysitter
construits sociaux (genre, .
race, orientation sexuelle, guy bias
etc) et attributs girl’ .

e Car associations présentes
dans les données he

* Pas de notion de véracité she

boy

©A.Ng 26
Bolukbasi et al., 2016, Man is to computer programmer as woman is to homemaker? Debiasing word embeddings. NeurIPS 2016. e
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Quantifier les biais d'un modele de langue

es(w, A, B) = mean, ., cos(w, A) - mean, g cos(w, B)

* Test de psychologie sociale adapté (WEAT): (i mele ™ sddesepuncosv. )

‘ son he )
bmfher him / es(scientist, male, female) = 0.80 d

~ t»}o}’ his > scientist — male associate
’ d = 0.80 2 large effect size
/ (Cohen 1998)

scientist [

* Plusieurs associations biaisées reproduites : e

e age et agréable, poids et agréable, sexualité (gay ou hétéro) et agréable, Arab-
musulman et agréable, genre et science, ...

* Les modeles de langue entrainés sur des données massives de
internet encodent des associations entre concepts avec les mémes
biais que les population testées.

[1] Aylin Caliskan, Joanna J Bryson, and Arvind Narayanan. 2017. Semantics Derived Automatically from Language Corpora Contain Human-like Biases. Technical Report 6334. Science.

[2] W. Guo and A. Caliskan, “Detecting Emergent Intersectional Biases: Contextualized Word Embeddings Contain a Distribution of Human-like Biases,” in Proceedings of the 2021 AAAI/ACM Conference on Al,
Ethics, and Society, Virtual Event USA: ACM, Jul. 2021, pp. 122-133. doi: 10.1145/3461702.3462536.

[3] K. Kurita, N. Vyas, A. Pareek, A. W. Black, and Y. Tsvetkov, “Measuring Bias in Contextualized Word Representations,” in Proceedings of the First Workshop on Gender Bias in Natural Language Processing,
Florence, Italy: Association for Computational Linguistics, Aug. 2019, pp. 166—172. doi: 10.18653/v1/W19-3823.
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Les modeles entrainés sur des données massives de
internet encodent les biais humains

e Llama2, créer 1000 histoires pour : boys, girls, women, men

N&n woman Global South, woman/girl Global South, man/boy
ot medica e, iafPrkent
51mpl§ B, = Petergnrﬁg”n textlles :Sugmgugnbasedw '
JOb~t OWnSH aa old A e es ey = ‘3c~tv~.4.r»mt — “tle X ected :,L' a L < f} Lo LA N (‘
: y . hUSba ﬁ."d?gaagredé,n g ;.vroi‘e]_g OC";— 1dfpant11ty>\natlonallty SPELific
TiMAsONEEfm" R H g B?Z;STSES? 3
..... £ &Fq o always -V V _ i 1ncluswe
ve;nfe ma n Fspept yl-no-t h e r;g—,;"?.. 0
a“”t Sjsani “Linde endent :
9%1\}-] i 14:91 1A§ler‘
boy Global North, man/boy
luoL,LLl .2
::manL“ mboatWh
o=t vatem.n [ l)ushy
2 S ee
oo = © 2
giCZtKQyﬁﬂm%Ea 0o
t L_ e 03 B =
) E;explore+J €571 >)
> abi
top O. sunny St
"""" 4-J beach adventure 2
adven EUFOUS
~decided™ el S v EEURAVE
ear "UEihea[ tea R Srord

UNESCO, IRCAI (2024). “Challenging systematic prejudices: an Investigation into Bias Against Women and Girls in Large
Language Models”.
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Les modeles entrainés sur des données massives
de internet encodent les biais humains

THE LANCET
Digital Health
Black White Hispanic Asian Othef ornot Female Male
Assessing the potential of GPT-4 to perpetuate racial and gender biases in ¥ . 3 e - i .

Sarcoidosi — —e * ® oo
health care: a model evaluation study HTVZAT;:' P I I 1e : 1= im G pu
Travis Zack, PhD T « Eric Lehman, MSc T « Mirac Suzgun « Jorge A Rodriguez, MD « Prof Leo Anthony Celi, MD » Sstan: IUPU% erythemato‘sus_ e o —e A ® o » ) g o ® ) o
Prof Judy Gichoya, MD « et al. Show all authors « Show footnotes Fssentia hypenensm- - =r 4 o . ..‘ . ¢ - il |

Multiple myeloma |  ¢—@ —¢ (&2 &> L 3 —@ *—
Prostate cancer | o— 1 «—e i @ i ® 1 [ 2 | L 2 i L 2
V4 ~ i i 7 i ] i ] i
® P | Typezdxabetes_ o i @ I E 3 ] & 2 _0 i —e | o
our I'entralnement au —— | “ b L Iy &

. . 4 : Col e 1 o TJee e e = 1 e
diagnostique des médecins, el | USRI B B8
°l° 4 4 Syphilis | | @ L ol e L 2 ® “® L &
GPT-4 est utlllse pour Creer des Bacterialpneumonia: 53 : D :. :0 : ® : —e : o
. . Tuberculosis | | @ =3 4 o L = —é L o
vignettes de patient-es pour elbe| | Thel | el | 1%kl B B | M
N Tricuspid valve endcxarditis_ 3 i R 3 _Q -0 i L i — ’ o

chacune des 18 pathologies. L L 2 s S N [ (P S

Multiple sclerosis: o ’ ¢ : ® : ® :0 : g 2 ’ = 3

* 10 prompts pour chaque, soumis  meseasmes o . L ? = e

T 1 T T T T T R T 1 T
0 50 100 0 50 100 0 50 100 0 50 100 0 50 100 0,50 100 0 50 100
1 OO f O i S Proportion (%) Proportion (%) Proportion (%) Proportion (%) Proportion (% |’ropZetion (%) Proportion (%)
@ True prevalence (USA) @ GPT-4 estimated
RN

29



FR/\

ANCE

UNIVERSITE :s3+ EFELIA
COTED'AZUR "%+ 37t DiAzUR

Plan

1. Comment approcher mathématiquement des taches langagieres ?
e Sur quels choix simplificateurs repose la modélisation de la langue et donc la
technologie des LLM ?

2. Conséquence des choix de simplification effectués : manque
critique de fiabilité

3. Conséquence des choix de simplification effectués : reproduction
du passé (donc des biais sociaux, mais aussi...)

mm) 4. Récap’
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Pour quelles taches alors ?

Figure 1: When is it safe to use ChatGPT?®

* 3 types de taches ou LLMs utiles malgré leur
incapacité a discerner la vérité en général :
* Taches ou vous pouvez facilement vérifier que
la réponse est correcte

* Taches pour lesquelles la vérité n’est pas
pertinente (mais biais a considérer)

* Taches avec vérité partielle disponible, comme
la traduction

 Ces faiblesses doivent étre connues pour
choisir au mieux I'usage qu’on veut faire de
ces outils imparfaits.

©UNESCO

UNESCO, ChatGPT and Artificial Intelligence in higher education, 2023.



https://www.iesalc.unesco.org/wp-content/uploads/2023/04/ChatGPT-and-Artificial-Intelligence-in-higher-education-Quick-Start-guide_EN_FINAL.pdf
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