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Exploitation humaine (1)
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UnFrelp e BRI Caedrtrarar ierkers on

Less Than $2 Per Hour to Make ChatGPT!Less

X i label »)

° L | f : '\I : b (0:ehat, 1: chien)
e travail actif joue un réle majeur, bien que :

méconnu, dans le développement de l'lA : :

* humains pour exécuter des taches répétitives et
difficiles a automatiser, et pourtant essentielles

* dont modération : pas de facon efficace de purger les
pans entiers de biais et toxicité dans les données

— Détecteur de toxicité construit pour ChatGPT :
e Kenya, Ouganda, Inde
* Pédophilie, torture, suicides, ....
» Conditions précaires : $1.32-S2 I'heure
e Travail traumatisant

9 ESSE ntiel pO U r I’ i n d U St ri e d e * Travailleurs du Clic. Doc.umentz:Jire Franc.e‘ TV, 2022.
"IA mais peu connu : toujours le L etomation Ls vie de I recherche scentifiaue, 2030,
meme mo d e I e d ’ex p | 0 Itati on ? . $Ipl\./I7EG.-IZc./usive: OpenAl Used Kenyag \Vc=<ers on Less

Than S2 Per Hour to Make ChatGPT LessvToxic. Avril 2023.

4


https://www.france.tv/slash/invisibles/
https://www.france.tv/slash/invisibles/
https://hal.science/hal-03029739
https://hal.science/hal-03029739
https://time.com/6247678/openai-chatgpt-kenya-workers/
https://time.com/6247678/openai-chatgpt-kenya-workers/

@ Au Kenya, Mr Fatokine

Mo Fatokhine, I'un des employes kenyans embauchés par OpenAl, ne savait
d'ailleurs pas qu'il travaillait pour OpenAl a l'origine. Il ne I'a appris que grace
a une fuite d'un de ses supérieurs.

Et quand il a commencé a travailler dans I'équipe chargée des contenus
sexuels, sa personnalité a completement changé. Il n'arrivait pas a expliquer a
sa femme pourquoi, car il ne savait pas comment lui dire : « Je lis des
contenus sexuels toute la journée.» Ca n'a pas l'air d'un vrai travail. La société
n'avait méme aucune idée de ce que cela signifiait. Et un jour elle est partie
avec leur fille et lui a envoyé un texto pour lui dire : « Je ne comprends pas
I'homme que tu es devenu, et je ne reviendrai pas. »

Il est essentiel de comprendre gu'il ne s'agit pas d'une forme de travail
nécessaire. La Silicon Valley prétendra que ce travail est nécessaire, mais il ne
I'est que sur la base de son principe de travailler avec des trés grands modeéles
nécessitant des jeux de données gigantesques, nécessairement constitués de
de données violentes et non filtrees.

Le frere de Mo Fatokine était écrivain et pigiste, et quand ChatGPT a été sorti,
il a commencé a perdre ses contrats.
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New York Times Bestseller

Empire
of Al

Dreams and Nightmares
in Sam Altman’s OpenAI

Karen
Hao

Karen Hao, Penguin Press Eds., 28225,
https://www.penguinrandomhouse.com/books/7
43569/empire-of-ai-by-karen-hao/



https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
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Exploitation humaine (2)

$2.50 $1a week for one year. THE NEW YORKER ]@ Newsletter  Signin m

* Les données d’entrainement sont souvent
ey WHY Al ISN'T GOING
collectées illégalement TO MAKE ART
* Lart par I'lA générative : industrie estimée a 48 T et

milliards de dollars. =

* Mais des artistes professionnel-les ont dénoncé
les préjudices qu’iels subissent :

* atteintes a la renommée, les pertes économiques, le
plagiat et la violation du droit d’auteur

* Larticle fournit des recommandations : réglementation

O. Darcy, “News publishers sound alarm on Google’s new Al-
infused search, warn of ‘catastrophic’ impacts,” CNN Business, May

obligeant les organisations a divulguer leurs données 2024.
d’entrainement, outils aidant les artistes a éviter que leur * K. Wiggers, “OpenAl accidentally deleted potential evidence in NY
contenu soit utilisé comme données d’entrainement sans Times copyright lawsuit,” Tech Crunch, Nov. 2024.

H. Jiang et al., “Al Art and its Impact on Artists,” in AAAI/ACM
|€U r consentement. Conference on Al, Ethics, and Society (AIES), 2023



https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://techcrunch.com/2024/11/20/openai-accidentally-deleted-potential-evidence-in-ny-times-copyright-lawsuit/
https://techcrunch.com/2024/11/20/openai-accidentally-deleted-potential-evidence-in-ny-times-copyright-lawsuit/
https://dl.acm.org/doi/10.1145/3600211.3604681
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https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://techcrunch.com/2024/11/20/openai-accidentally-deleted-potential-evidence-in-ny-times-copyright-lawsuit/
https://techcrunch.com/2024/11/20/openai-accidentally-deleted-potential-evidence-in-ny-times-copyright-lawsuit/
https://dl.acm.org/doi/10.1145/3600211.3604681
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Exploitation environnementale (1)
* GPT4: S78M, Gemini: S191M

* Eg. CO2 d’entrainer LLM :

e ~500 allers-retours Paris<->New York

HAI, “2024 Al Index Report”, Stanford University, 2024.

Emma Strubell et al., “Energy and Policy Considerations for Deep Learning in NLP,” In Proc.

Assoc. for Computational Linguistics, 2019.

D. Patterson et al., “Carbon Emissions and Large Neural Network Training”, 2023.

“Al is already wreaking havoc on global power systems”, Bloomberg, June 2024.

Sasha Luccioni, Vers |’évaluation et |'atténuation de I'impact environnemental des grands modeles de langues, rapport CIFAR, Sep.
2023.

Kate Crawford. Contre-atlas de l'intelligence artificielle. Zulma éditions, 2022, 384 pages.

A. De Vries, “The growing energy footprint of artificial intelligence,” Joule, vol. 7, no. 10, pp. 2191-2194, Oct. 2023.
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https://aiindex.stanford.edu/report/
https://aclanthology.org/P19-1355
https://www.bloomberg.com/graphics/2024-ai-data-centers-power-grids/
https://cifar.ca/wp-content/uploads/2023/09/Vers-levaluation-et-lattenuation-de-limpact-environnemental-des-grands-modeles-de-langues.pdf
https://www.zulma.fr/livre/contre-atlas-de-lintelligence-artificielle/
https://www.zulma.fr/livre/contre-atlas-de-lintelligence-artificielle/
https://www.zulma.fr/livre/contre-atlas-de-lintelligence-artificielle/
https://linkinghub.elsevier.com/retrieve/pii/S2542435123003653
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Exploitation environnementale (2)

e Usage : énergiex10a | -
x 30 par rapport a v
une requéte a
Google 3

2

2 o

Wh per request

IS

1

i [ | |
Google search ChatGPT BLOOM Al-powered Google search Al-powered Google search
(New Siate Research) (SemiAnalysis)

Figure 1. Estimated energy consumption per request for various Al-powered systems compared to a standard Google search

©A. De Vries

HAI, “2024 Al Index Report”, Stanford University, 2024.

Emma Strubell et al., “Energy and Policy Considerations for Deep Learning in NLP,” In Proc.

Assoc. for Computational Linguistics, 2019.

D. Patterson et al., “Carbon Emissions and Large Neural Network Training”, 2023.

“Al is already wreaking havoc on global power systems”, Bloomberg, June 2024.

Sasha Luccioni, Vers I'évaluation et I'atténuation de I'impact environnemental des grands modeéles de langues,

rapport CIFAR, Sep. 2023. Y\
Kate Crawford. Contre-atlas de l'intelligence artificielle. Zulma éditions, 2022, 384 pages.

A. De Vries, “The growing energy footprint of artificial intelligence,” Joule, vol. 7, no. 10, pp. 2191-2194, Oct. 2023.
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https://aiindex.stanford.edu/report/
https://aclanthology.org/P19-1355
https://www.bloomberg.com/graphics/2024-ai-data-centers-power-grids/
https://cifar.ca/wp-content/uploads/2023/09/Vers-levaluation-et-lattenuation-de-limpact-environnemental-des-grands-modeles-de-langues.pdf
https://www.zulma.fr/livre/contre-atlas-de-lintelligence-artificielle/
https://www.zulma.fr/livre/contre-atlas-de-lintelligence-artificielle/
https://www.zulma.fr/livre/contre-atlas-de-lintelligence-artificielle/
https://linkinghub.elsevier.com/retrieve/pii/S2542435123003653
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Exploitation environnementale (2) e

Only 16 nations, including the US and China, consume more

350 Twh ALL DATA CENTERS

* Croissance des centres de données
* Consommation d’électricité

* Contrats des GAFAM avec les industries
fossiles et nucléaires

. . ﬂ MEDIAPART
* « Le probleme est simple : les ENERGIES

estimations de la consommation en _
lectricité des centres de données ne IA: un rapport alerte sur le risque de
cessent de croitre. Celle-ci pourrait étre ~ conflit d’usage de Iélectricité
multipliée par quatre en France d’ici dix
ans, et atteindre 7,5 % de la demande
totale de courant électrique, soit plus du
double de la part des transports
aujourd’hui — contre 2 %

actuellement . »

Les projets de centres de données numériques
sont si nombreux et si énormes que leur
consommation d’électricité pourrait étre
multipliée par quatre d’ici dix ans en France,
selon un rapport du Shift Project. Au risque de
menacer la décarbonation des transports et de

Pindustrie.

Jade Lindgaard - 1 octobre 2025 &4 07h47

e Consommation d’eau



FRANCE
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En Uruguay, de ['eau contaminée par un
datacenter, et bue

* Lamajeure partie de cette énergie sera alimentée par les combustibles fossiles. On signale
déja des prolongations de durée de vie des centrales a charbon. Elon Musk a construit son

New York Times Bestseller

gigantesque supercalculateur Colossus a Memphis, dans le Tennessee, et |'alimente grace a ®
environ 35 centrales au méthane non autorisées qui rejettent des milliers de tonnes de m I r
polluants atmosphériques dans ces communautés.

* |l s’agit donc d’une crise climatique, d’'une crise de santé publique et également d’une crise
d’eau potable, car bon nombre de ces centres de données s’installent dans des communautés o
et doivent étre refroidis avec de I'eau potable, pas avec autre chose car cela pourrait entrainer

la corrosion des équipements et favoriser la croissance bactérienne.
Dreams and Nightmares

* Etle plus souvent, I'alimentation est eau des datacenters est pirse dans le réseau public d'eau in Sam Altman’s OpenAI
potable, car c'est l'infrastructure pré-existante.

* Google a décidé d'installer un centre de données a Montevideo, la capitale de |'Uruguay. La
région était confrontée a une sécheresse historique, a tel point que le gouvernementde q ' e n
Montevideo a commencé a mélanger de |'eau toxique sortant du datacenter au réseau public

d'eau potable, simplement pour que de |I'eau sorte du robinet des gens. Les personnes trop
pauvres pour acheter de |'eau en bouteille étaient contraintes de boire cette eau toxique, et
des femmes ont fait des fausses couches.

* Nous assistons donc a I'amplification de nombreuses crises croisées et a la perpétuation de ce
paradigme du plus grand modele, plus de calculs, de données, a tout prix.

Karen Hao, Penguin Press Eds., 28225,
https://www.penguinrandomhouse.com/books/7
43569/empire-of-ai-by-karen-hao/



https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/
https://www.penguinrandomhouse.com/books/743569/empire-of-ai-by-karen-hao/

.. EFELITA

UNIVERSITE :#av: . Dol h
COTED'AZUR °*X &7t niayis

D’ailleurs en parlant de fiabilité et non acces
au sens physique....

FR

ANCE \

B * 0 4@ 4 3tacit 1719 © FR

Google Translate — Mozilla Firefox

By Google Translate x| +

« - C @ U B translate.google.com/?sl=auto&tl=Fra&text=Google decided to put a data center in Montevideo%2C

= Google Translate O
i, Text Images B Documents BN Websites
English - Detected English Spanish French v g French English Spanish v
Google decided to put a data center in Montevideo, Uruguay’s X Google a décidé d'installer un centre de données a Montevideo, la bk
capital. The area was literally facing a historic drought to the point capitale de I'Uruguay. La région était confrontée a une sécheresse
where the Montevideo government started mixing toxic water into historique, & tel point que le gouvernement de Montevideo a
the public drinking water supply, simply to have something come commenceé & mélanger de l'eau toxique au réseau public d'eau
out of people’s taps. And people who were too poor to buy bottled potable, simplement pour que 'eau du robinet soit potable. Les
water had to just drink that toxic water and women were having personnes trop pauvres pour acheter de I'eau en bouteille étaient
miscarriages. contraintes de boire cette eau toxique, et des femmes faisaient des

fausses couches.
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. [] les LLM dont les parametres s'étendent désormais The wall confronting large language models
a

reement a des milliers de milliards (10712). A titre
indicatif, cela reste 1000 fois moins que l'ordre du nombre
de connexions neuronales du cerveau humain (10715), et
pourtant, ils consomment environ cent millions de fois plus

P.V. Coveney'?? and S. Succi®>6

1(‘01111’(‘ for Computational Science, University College London, London WC1H 0AJ, U.K.
2Advanced Research Computing Centre, University College London, London WC1H 0AJ, U.K.
3nstitute for Informatics, Faculty of Science, University of Amsterdam, 1098XH Amsterdam, The

d'énergie (des GWatts contye les tres modestes 20 watts ::: el Ittt of Techlogs. Ve R e 201, 0161 Rome, ol
requis par notre cerveau). Etant donné que de tels chiffres  — “Mechanical Engincerig Doparment, Univrity Gollog Landon, London, WCH 0AJ, UK.
gargantuesques exigent des centrales nucléaires pour =

I July 31, 2025

répondre aux besoins actuels de l'industrie moderne de
I'IA, [...] La question est simple : quel retour obtenons-nous
pour une demande énergétique aussi insatiable ?

Les outils d’IA de toutes les entreprises technologiques
peuvent certes continuer a nous surprendre, mais cela ne
change rien au fait qu’ils commettent encore de
nombreuses erreurs (et elles le disent ouvertement dans
les petits caracteres qu’elles fournissent aux
utilisateurices). Ces erreurs sont bien trop nombreuses
pour les standards d'exactitude requis dans la plupart des
domaines scientifiques et dans de nombreux autres
glgmainfes professionnels tels que les domaines juridique et
educatif.

arxXiv:2507.19703v2 [cs.Al]

Abstract

We show that the scaling laws which determine the performance of large language mod-
els (LLMs) severely limit their ability to improve the uncertainty of their predictions. As
a result, raising their reliability to meet the standards of scientific inquiry is intractable
by any reasonable measure. We argue that the very mechanism which fuels much of the
learning power of LLMs, namely the ability to generate non-Gaussian output distributions
from Gaussian input ones, might well be at the roots of their propensity to produce error
pileup, ensuing information catastrophes and degenerative Al behaviour. This tension be-
tween learning and accuracy is a likely candidate mechanism underlying the observed low
values of the scaling components. It is substantially compounded by the deluge of spurious
correlations pointed out by Calude and Longo which rapidly increase in any data set merely
as a function of its size, regardless of its nature. The fact that a degenerative Al pathway is
a very probable feature of the LLM landscape does not mean that it must inevitably arise in
all future Al research. Its avoidance, which we also discuss in this paper, necessitates putting
a much higher premium on insight and understanding of the structural characteristi #. of the

problems being investigated.
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1. Exploitation humaine
2. Exploitation environnementale

3. Votre apprentissage a 'université
1. Inquiétudes que I'apprentissage ne se fasse plu
2. Importance du processus d’écrire pour nous

3. Autorisez-vous a ressentir de la frustration avec un LLM et ayez de I'estime
pour votre pensée

4. Récap’
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Problématique

* || semblerait sur les outils d'|A puisse produire vite et sans effort pour
nous beaucoup des textes qu'on nous demande de produire, avec
une qualité paraissant satisfaisante. Alors :

e Devez-vous encore faire |'effort d'écrire pour apprendre ?

e Doit-on encore lire des livres et longs articles, ou des résumés sont-ils
suffisants ?

* Quels gains ou pertes possibles avec l'usage d’outils d’IA ?

Rebecca Winthrop and Maryanne Wolf, “Rethinking School in the Age of Al,” Center for Humane Technology, April 2025.
Sonja Drimmer and Christopher J. Nygren, “How We Are Not Using Al in the Classroom, ” The Newsletter of the International Center of Medieval Art, April 2025.
Carl T. Bergstrom and Jevin D. West, “Modern-Day Oracles or Bullshit Machines? — Lesson 11,” lecture UW, 2025. 16



https://centerforhumanetechnology.substack.com/p/rethinking-school-in-the-age-of-ai
https://static1.squarespace.com/static/55577d2fe4b02de6a6ea49cd/t/67dfeb8d9ff3a5472a6d719d/1742728078061/Drimmer_Nygren_Not_Using_AI.pdf
https://thebullshitmachines.com/lesson-11-transforming-education/
https://thebullshitmachines.com/lesson-11-transforming-education/
https://thebullshitmachines.com/lesson-11-transforming-education/
https://thebullshitmachines.com/lesson-11-transforming-education/
https://thebullshitmachines.com/lesson-11-transforming-education/
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Mais quel est le but de I'enseignement ?
Quel est le moyen de I'enseighement ?

* But et Intérét de I'éleve: apprendre, donc produire I'effort
incontournable pour créer ces circuits

* Moyen : note sur la production pour inciter et s'assurer que le
processus a éteé realisé

— l'usage de IAG court-circuite le moyen et la note devient sans
rapport avec l'intérét de I'éleve

Rebecca Winthrop and Maryanne Wolf, “Rethinking School in the Age of Al,” Center for Humane Technology, April 2025.
Sonja Drimmer and Christopher J. Nygren, “How We Are Not Using Al in the Classroom, ” The Newsletter of the International Center of Medieval Art, April 2025.

Carl T. Bergstrom and Jevin D. West, “Modern-Day Oracles or Bullshit Machines? — Lesson 11,” lecture UW, 2025. 17



https://centerforhumanetechnology.substack.com/p/rethinking-school-in-the-age-of-ai
https://static1.squarespace.com/static/55577d2fe4b02de6a6ea49cd/t/67dfeb8d9ff3a5472a6d719d/1742728078061/Drimmer_Nygren_Not_Using_AI.pdf
https://thebullshitmachines.com/lesson-11-transforming-education/
https://thebullshitmachines.com/lesson-11-transforming-education/
https://thebullshitmachines.com/lesson-11-transforming-education/
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Des consignes pour l'usage des LLM... ...

Educational Strategies for Clinical Supervisioﬂ of

Artificial Intelligence Use

En contradiction avec les travaux
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scientifiques A\ -

ooooooooooooooooo o |
* Les LLM sont de plus en plus utilisés par les ve N
etudiant-es, risques réels de mis-skilling et never- .
skilling, en plus de-skilling. _ ¢

* En médecine, [Abdulnour et al, 2025] proposent donc st
la strategie pédagogique DEFT-Al pour encadrer
I'utilisation de I'lA : développement de |'esprit critique
chez les étudiants en médecine, notamment en leur
conseillant de « demander a I'lA d'expliquer son
raisonnement », d'essayer plusieurs suggestions et de
lui donner un retour, et de « rechercher des preuves
validées par des pairs de leur exactitude et de leur

sécurité ».

—> PROBLEME : Mais nous avons vu que les méthodes
LLM actuelles ne permettent pas d’obtenir des réponses
fiables a ces questions !

‘ Recommendation for Al engagement  The educator provides learner-specific \mend ation-, for the safe use of Al
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En France

* La délégation sénatoriale alerte également sur le

* « manque de preuves scientifiques des apports pédagogiques de I'lA et de
'efficacité des outils disponibles pour faire progresser les éleves », le « risque
de voir s’éroder encore davantage les compétences fondamentales (lecture
et écriture, pensée critique, faculté d’autoévaluation), les capacités
d’attention et de mémorisation, mais également le développement du lien
social ».
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Education : des enguétes et des études recentes
parmi la pression de déploiement a l'université

(=) Intelligencer 0

G Search Q HOME LATEST TECH REVIEWS SCIENCE 109 Al VIDEO DEALS zt

Everyone Is Cheating

Their Way Through , . .
College ChatGPT has It's Breathtaking How Fast Al Is Screwing Up the

unraveled the entire academic  Education System

prOJ eCt. Thanks to a new breed of chatbots, American stupidity is escalating at an advanced pace.

POTUIYY James D. Walsh, Inteliigencer features writer N R ETI A AR Aujourd’hui, les enseignants d’université semblent eux aussi choisir

James la solution de facilité, comme le montre un article récent du New

Walsh York Magazine : iels utilisent des chatbots pour créer leurs plans de
cours, tout comme leurs étudiants les utilisent pour répondre aux

exercices du cours en question.

Q L EE Le résultat de tout cela est si évident [...] : tous ceux qui utilisent I'lA
vont devenir de plus en plus stupides, et plus ils le seront, plus ils
auront besoin d'utiliser I'lA pour faire ce qu'ils faisaient auparavant
avec leurs neurones. Le modele « as-a-service » et basé sur
I'abonnement de I'industrie technologique est ici clairement mis en
Al, ChatGPT, and LL évidence, sauf que I'abonnement portera su 'gapacité
o

E
absolutely blown up w intellectuelle.
Te aC h e rs A re N O-l: O K accomplish with my teaching."

& JASON KOEBLER - JUN 2, 2025 AT 10:08 AM

ABOUT RSS SUPPORT/FAQ PODCAST FOIA FORUM ARCHIVE WMERCH ADVERTISE REFERRAL PROGRAM THANKS PRI

D
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QU e ﬂ O U S d |t | a SC | e ﬂ Ce ? Your Brain on ChatGPT. Accumulation

of Cognitive Debt when Using an Al
Assistant for Essay Writing Task”

* Des enquétes et nouvelles etudes montrent
des résultats néfastes pour les étudiant-es :

. "« . X ” . Nataliya Kosmyna ' Eugene Hauptmann Ye Tong Yuan Jessica Situ
H. Bastani, et al., “Generative Al Can Harm Learning,” Social MIT Media Lab MIT Wellesley College MIT
. Cambridge, MA Cambridge, MA Wellesley, MA idge, MA
Science Research Network, Rochester, NY: 4895486, July 2024. s ARIge plesey Catmbridge
N. Kosmyna, et aI., “Your Brain on ChatGPT: Accumulation of MXianC-Hao Lia;:oA Ashly Vivian ?eresnitzky Iris Braunstein Pattie Maes
oy . . . ass. College of Art Mi MIT MIT Media Lab
Cognitive Debt when Using an Al Assistant for Essay Writing and Design (MassArt) Cambridge, MA Cambridge, MA ~ Cambridge, MA
Task,” June 2025 Boston; MA
United States
M. Stadler et al., “Cognitive ease at a cost: LLMs reduce mental ) n
effort but compromise depth in student scientific inquiry,” 8 s AR, B P
Computers in Human Behavior, vol. 160, p. 108386, Nov. 2024. R T S W S ")
H.-P. (Hank) Lee et al., “The Impact of Generative Al on Critical I « B
Thinking: Self-Reported Reductions in Cognitive Effort and o WA
Confidence Effects From a Survey of Knowledge Workers,” in e AR08 7 & e
Alph z.;ﬁﬂt"ti / ;ﬁﬂtgﬁ /
CHI 2025. N sana L -/
earc
“ . .. »"b.:" Fut, /// ‘ :' Sk, //)\\:
M. Abbas, et al., “Is it harmful or helpful? Examining the I e & TR )
Causes and consequences Of generatlve Al usage among Figure 1. The dynamic Direct Transfer Function (dDTF) EEG analysis of Alpha Band ror groups:
univ ersitv stu d ent S,” | ntern atio na / _/ ourna / Of Educatio n L.LMtheatrc;f) tEng/nzl Bn’:-Jianz.)nly,t/‘?*cil*L)lding p-values to show significance fror: fotlerately
significan 0 nighly signitican 5 \ Y

Technology in Higher Education, vol. 21, no. 1, p. 10, Feb. 2024.
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Cognitive Debt when Using an Al Assistant for
Essay Writing

Your Brain on ChatGPT: Accumulation

* Les résultats ont révélé que des niveaux plus élevés de connectivité of Cognitive Debt when Using an Al
neuronale dans le groupe « Cerveau seul » étaient corrélés a une Assistant for Essay Writing Task®
meilleure mémoire, une plus grande précision sémantique et une plus
gra nde apprOprIatlon du travall eCFIt. Nataliya Kosmyna ' Eugene Hauptmann Ye Tong Yuan Jessica Situ

MIT Mgdia Lab MIT Wellesley College MIT

* Le groupe « Cerveau seul », bien que soumis a une charge cognitive plus camndee M2 camnee M eleston A Cambnte 1
importante, a montré des résultats d'apprentissage plus approfondis et
une plus for‘te appropr'a'“on a Ses trava UX. Xian-Hao Liao Ashly Vivian Beresnitzky Iris Braunstein Pattie Maes

Mass. College of Art MIT MIT MIT Media Lab
7 7 e o o o, 7 o s and Design (MassA Cambridge, MA Cambridge, MA Cambridge, MA
¢¢ Lesgroupe « LLM », tout en bénéficiant de I'efficacite des outils, a montré oston, i ’ ’ ’
une mémorisation et ue réflexion plus faibles, et une appropriation des f—
productions écrites plus faible.
?- ? By = A X 55 R p values

* Ce compromis met en lumiére une inquiétude éducative importante : - 9 -1
l'usage d'outils d'IA, bien qu'intéressant pour produire certains types de .. Q
textes, peut entraver le traitement cognitif profond, la rétention et : :
I'engagement envers le texte. Si les personnes s'appuient fortement sur ceo p
les outils d'lA, elles peuvent acqueérir une fluidité superficielle, mais ne s . N & N ~
parviennent pas a internaliser les connaissances ni a se les approprier. P e P o

Fig:i.ie 1. The dynamic Direct Transfer Function (dDTF) EEG aralycsof Alpha Band for groups:

LLM, Search Engine, Brain-only, including p-values to show"§ignifics=ice from moderately
significant (*) to highly significant (***).
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Your Brain on ChatGPT: Accumulation of Cognitive
Debt when Using an Al Assistant for Essay Writing

Cette correélation entre le manque de connectivité neuronale et I'échec de
restitution chez les participants du groupe LLM prouve que :

1.

Le recours précoce a I'lA pourrait entrainer un codage superficiel. La faible
meémorisation et les citations incorrectes du groupe LLM pourraient
indiquer que leurs textes antérieurs n'étaient pas intégrés en interne,
probablement en raison d'un traitement cognitif externalisé au LLM.

Eviter ['usage outils LLM dans les premiers stades de I'acquisition de notions
pourrait favoriser la formation de la mémoire. Le rappel comportemental
plus fort du groupe Cerveau-seul, soutenu par une connectivité EEG plus
robuste, suggere que |'effort initial spontané a favorisé des traces
mnésiques durables, permettant une réactivation plus efficace, méme
lorsque les outils LLM ont été introduits ultérieurement.

L'engagement métacognitif est plus élevé dans le groupe « Cerveau-LLM ».
Le groupe « Cerveau seul » a pu comparer mentalement ses efforts
spontanés antérieurs avec les suggestions générées par les outils,
s'engageant dans une autoréflexion et une répétition élaborée, un
|orocessus lié au controle exécutif et a l'intégration sémantique, comme
'indique son profil EEG.

Your Brain on ChatGPT: Accumulation
of Cognitive Debt when Using an Al
Assistant for Essay Writing Task”

Nataliya Kosmyna ' Eugene Hauptmann
MIT Media Lab MIT
Cambridge, MA Cambridge, MA

Ye Tong Yuan Jessica Situ
Wellesley College MIT
Wellesley, MA Cambridge, MA

Pattie Maes
MIT Media Lab
Cambridge, MA

Xian-Hao Liao Ashly Vivian Beresnitzky Iris Braunstein
Mass. College of Art MIT MIT
and Design (MassArt) Cambridge, MA Cambridge, MA
Boston, MA

United States

.........

Lim Seirch Brain

Figure 1. The dynamic Direct Transfer Function ({DTF) EIZG anaiysis of Alpha Band for groups:
LLM, Search Engine, Brain-only, including p-values to Shéw siyficance from moderately
significant (*) to highly significant (***).
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Your Brain on ChatGPT: Accumulation of Cognitive
Debt when Using an Al Assistant for Essay Writing

* Lorsque les individus ne parviennent pas a aborder un sujet de Your Brain on ChatGPT: Accumulation
maniere critique, leurs écrits peuvent devenir biaisés et - of Cognitive Debt when Using an Al
superficiels. Ce schéma reflete I'accumulation d'une dette cognitive Assistant for Essay Writing Task®

* un état dans lequel le recours répété a des systemes externes comme les LLM Na?ii”:d‘zzr%ga Euzemebzzpt:: WE;’Q}’B; g‘ijge Cme“{gs;M
remplace les processus cognitifs demandant des efforts nécessaires a une réflexion ’ ' ' '
“ indépendante. ' | - . | | |
ah,jzzé;:g)zegz{;ﬁg) Cambﬁidtge, MA Camblr\zge, MA g;xizz,lﬁli

* La dette cognitive reporte |'effort mental a court terme, mais
entraine des codts a long terme : —_— . e S

» diminution de I'esprit critique, vulnérabilité accrue a la manipulation, une Ty & 8 U o -
baisse de créativité - ©» i

* Lorsque les participant-es reproduisent des suggestions sans en I g & @ & b &
évaluer l'exactitude ou la pertinence, iels perdent non seulement |a = Gl W G
propriété de leurs idées, mais risquent egalement d'intérioriser des s e TG
perspectives superficielles ou biaisées. L & 88 288 &

Figure 1. The dynamic Direct Transfer Function ({DTF) EIZG anaiysis of Alpha Band for groups:
LLM, Search Engine, Brain-only, including p-values to Sidw siy*ficance from moderately
significant (*) to highly significant (***).
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Et vous 7

« Comment abordez-vous un travail de rédaction dans vos études (par
exemple un compte-rendu de TP) ?

« Comme une opportunité de réflechir et de vous assurer de votre
compréhension, ou de la compléter si vous identifiez, en écrivant, des
trous/insuffisances dans votre compréhension ?

e Souvent comme quelque chose d’inintéressant ? Si c’est le cas, est-ce que ca
dépend du sujet / de la matiére ?

e Comme autre chose ?
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Plan

1. Exploitation humaine
2. Exploitation environnementale

3. Votre apprentissage a 'université
1. Inquiétudes que I'apprentissage ne se fasse plu

=) 2. Importance du processus d’écrire pour nous
3. Autorisez-vous a ressentir de la frustration avec un LLM et ayez de I'estime
pour votre pensée

4. Récap’
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Nos vies sont vécues dans un monde de
processus, et non de résultats.

* Pour nous humains, le processus est important : ce sont nos
experiences du monde qui font notre vie.

* Ce que nous vivons, ce qui nous arrive ou ce gu’on choisit de vivre, de faire,
fait notre vie, nous forme.

- Nous visibilisons dans les slides suivantes ce qui arrive pendant le
processus de lecture, et d’écriture.

—Le produit final que peut fournir un LLM, comme le résumé d’un long

texte (simuler la lecture) ou sa production (simuler I'écriture), n’est
souvent que tres secondaire dans les moments d’apprentissage.

John Warner, “More than words - How to think about writing in the age of Al,” Hachette Eds., 2025.
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Importance de notre processus
d’écrire pour réflechir

more
| * J'ai souvent la sensation que je ne reflechis pas assez profondément a un sujet avant th adwo rds
d’avoir a écrire dessus. Souvent ma compréhension évolue donc pendant I’écriture. Et

66 pour moi, c’est enthousiasmant et intellectuellement épanouissant. Les choses se
‘ mettent en place et je les maitrise mieux, je trouve ma voix, mes opinions, je me

How to
Think About

construis mes visions. Et c’est pour ¢a qu’ecrire demande des efforts. L'écriture n'est Writing in
pas la seule facon de réfléchir, mais c'est une excellente fagcon de réfléchir. the Age of Al

\ ;- . John Warner, Hachette Eds., 2025
* Pensez a quand vous rédigez des compte-rendus de TP, quand vous devez expliquer https://www.hachettebookgroup.com/titles/john

des phénomenes, des procedures, justifier de vos choix. -warner/more-than-words/9781541605510

* Ou quand vous lisez ce qu’on écrit d’autres.

—> Quand on lit et qu’on écrit, on pense, on examine ce qu’on pense, on identifie des Ecrire permet de
choses qu’on voudrait faire on dont on ressent le besoin, on se fait un avis, on découvre

et on forge nos godts. comprendre ses

- Tout cela ne doit pas étre mis en péril par la pression d’utiliser des LLM, dans les pensees et d'affiner
études notamment. sa propre Voix.
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Importance de notre processus
d’écrire pour ressentir.

more
. Aﬁrés une fusillade de masse en février 2023, |'Université Vanderbilt a utilisé thadwords
ChatGPT pour rédiger sa declaration de condoléances. Elle I'a mentionnée au
bas de la déclaration. Hows e

* Un étudiant de Vanderbilt dont la sceur était touchée a critiqué le choix d'externaliser o

la déclaration a ChatGPT : “ll y a une ironie malsaine et tordue a demander a un
ordinateur d’écrire votre message sur la communaute et la solidarité parce que vous
avez la flemme d’y réfléchir vous-méme.”

* Méme si, ou peut-étre surtout si, aucune réponse concreéte n’est apportée a ce type JhOh”Y/"/ar"er':achhettebEdi' 2025 itles/ioh
(44 de tragédie, le choix de I'inaction devrait avoir au moins un léger colt psychologique. — Mttesi/www.hachetiebookgroup.com/tities/john

-warner/more-than-words/9781541605510
* |l y a des années, pour éviter I'ennui des lettres de recommandation cliché, je
me suis donné pour objectif de raconter une histoire spécifique sur chaque
étudiant-e. Je ne me rappelerais pas de ces personnes si je sous-traitais cette
rédaction a un LLM.

Writing in
the Age of Al

- Si nous voulons résister a cet engourdissement, nous devons étre conscients
qu’écrire C’est ressentir, et si rien n’est ressenti lorsque nous écrivons, nous
manquons une occasion de nous connecter aux autres, et a notre propre
humanité.
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« Utiliser ChatGPT pour effectuer des
taches, c'est comme amener un chariot
élévateur dans la salle de musculation ;

vous n'améliorerez jamais votre forme
cognitive de cette fagon. »

Ted Chiang

“Once men turned their thinking over to machines in the hope that this would set them free.
But that only permitted other men with machines to enslave them.”

Frank Herbert, Dune, 1965
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Plan

1. Exploitation humaine
2. Exploitation environnementale

3. Votre apprentissage a 'université
1. Inquiétudes que I'apprentissage ne se fasse plu
2. Importance du processus d’écrire pour nous

‘ 3. Autorisez-vous a ressentir de la frustration avec un LLM et ayez de I'estime
pour votre pensée

4. Récap’



LLM pour « se donner 'amorce »

Certains verraient le résultat de GPT comme un bon point de
départ, un texte qui peut étre faconné par la révision et
I'édition. Le défi le plus courant en écriture est de loin de se
lancer, alors pourquoi ne pas laisser une machine nous aider ?

Le fait que ChatGPT produise des ecrits grammaticalement et
syntaxiquement corrects le place au-dessus de ce que la
plupart des étudiant-es peuvent produire.

Mais c'est se méprendre sur la nature de |'écriture : le premier
jet est la partie la plus importante en termes d’implication
umaine car il établit I'intention derriere I'expression.

* Siun-e étudiant-e vient me voir avec un texte généré par un LLM,

nous ne pouvons pas discuter de ce qu'iel veut dire, puisqu'iel n'a
encore rien dit.

La production de texte synthétique est un simulacre d'ecriture,
et non |'écriture elle-méme.

F
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more
than|words

How to
Think About

Writing in
the Age of Al

John Warner, Hachette Eds., 2025
https://www.hachettebc@karvup.com/titles/john
-warner/more-than-words/9781541605510
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LLM pour « se donner 'amorce » ?

 « Nombre de nos collegues pensent que les LLM sont un
excellent moyen de générer de nouvelles idées. Nous MODERN-DAY ORACLES
sommes sceptiques. Une littérature abondante en or BULLSHIT MACHINES?
sychologie met en évidence les problemes de fixation a How to thiive | 3Chut GPT world

a conception et de biais d'ancrage. IV N 27

* Les personnes a qui l'on propose une solution possible a
un probleme ont tendance a étre moins creatives que
celles qui doivent partir de zéro.»

* « Un-e collegue l'utilisant pour générer un plan de cours

dOlt étre Capable dlldentlfler IeS bIaIS et Om|SS|OnS Responsible Adoption of Generative Al in Higher Education:
discriminatoires (par exemple, ignorer des textes clés Developing a“Points to e eniye proach Based on Faculty
écrits par des auteurs de milieux sous-représentés), Lin Ptk Jo G, Rl
sinon l'utilisation de GenAl risque de les perpétuer et de it

les exacerber. »

Carl T. Bergstrom and Jevin D. West, “Modern-Day Oracles or Bullshit Machines? — Lesson 11,” lecture UW, 2025.
R. Dotan, L. S. Parker, and J. Radzilowicz, “Responsible Adoption of Generative Al in Higher Education: Developing a ‘Points to Consider’ Approach
Based on Faculty Perspectives,” in ACM Conference on Fairness, Accountability, and Transparency, 2024. 33
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LLM pour organiser mes idées ?
Ayez de 'estime pour votre penseée.

* Méme si le LLM était idéal a mon sens (?), mon systeme 3, celui qui
controle [rappelez-vous ] me crie de ne pas abdiquer cette prise dont jai
besoin sur ma vie, pour laguelle mes pensées sont centrales.

e Et ca vaut autant pour le domaine personnel que professionnel... Comme faire ce
cours.

* Mais en plus on sait a présent que :
* Les LLM sont tres peu fiables avec toute leur production conduite par les mots vus
ensemble dans les données d’entrainement

* Quand je vois les mauvaises perfomances de ces systemes sur les taches sortant du commun
des données d’entrainement, je ne souhaite pas que ¢a manipule quoique ce soit de mes
pensées. Nos pensés sont toujours complexes et particulieres.

* Entrer des prompts personnels implique de forts risques pour votre vie privée
(collecte de données pour modeles attaquables et profiling)

C. Zhao et al., “Is Chain-of-Thought Reasoning of LLMs a Mirage? A Data Distribution Lens,” arxiv, Aug. 2025. 34
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Plan

1. Exploitation humaine
2. Exploitation environnementale

3. Votre apprentissage a 'université
1. Inquiétudes que I'apprentissage ne se fasse plu
2. Importance du processus d’écrire pour nous

3. Autorisez-vous a ressentir de la frustration avec un LLM et ayez de I'estime
pour votre pensée

mm) 4. Récap’
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Alors ?

e Qu’avez-vous retenu ?

36
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Donc...

* Demandons-nous dans chaque situation ou nous pensons faire appel
a un LLM : quel est votre intérét a court terme, quel est votre intérét
a long terme (et sur quelles bases — travaux scientifiques, |'estimez-
vous) ?

* Intérét dans le sens de ce qui va nous permettre d’étre enthousiaste chaque
jour pour ce gu’on va faire.

* Posez-vous des questions, doutez, écoutez votre sens de frustration,
doute ou peur de ne pas acquérir les connaissances que vous
pourriez et que ca vous desserve a terme : écoutez votre systeme 3 ;)
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Et vous 7

« Comment est-ce que ce module fait évoluer votre calcul du rapport
co(t/bénéfice quand vous décidez d’utiliser ou non un LLM, sur les criteres

e pour votre acquisition des savoirs (pas pour vos notes) ?

e pour votre bien-étre intellectuel ? Pour arriver ou vous souhaitez, étre satisfait-e et
ne pas ressentir de frustation de comment vos études vous profitent

e pour I'environnement
* Vous avez le plus souvent la possibilité de choisir vos usages.

* Quels pourront étre vos calculs de rapport bénéfice/co(it ?
e Quels critéres seront importants pour vous ?
« Comment varieront-ils en fonction de la situation ?
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