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Plan du module

Chapitre

Titre

Rappel : IA sous le
capot

Qu’est-ce qui est
porté par le terme
IA?

Est-ce que ¢a peut
ou ¢a doit lire,
écrire, penser pour
moi?

Et pour ma
discipline ?

Contenu

Choix humains et principes de fonctionnement
Faiblesses de |la technologie
Impacts sociétaux et environnementaux

Obijectifs et croyances
Modes de production

Calculatrice, puis LLM : devez-vous encore faire I'effort
d’écrire ? D’écrire quoi pour quoi faire ?

Quelle place des LLM dans le développement de notre
pensée ?

Est-ce que ces réponses dépendent de notre discipline ?

Quelles avancées pour ma discipline ?
Quels nouveaux problémes pour ma discipline ?
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Date Date QCM
d’ouverture
e QCM1
noté
3-7/11
e QCM 2
noté

8-12/12
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Problématique

* Pour le portail Sciences et Techniques, nous allons donner dans ce
chapiter des éléments sur les questions :

 Comment fonctionnent plus précisément les modeles de ML et ChatGPT en
particulier ?

e Quelles sont les performances des LLMs pour des taches de raisonnement ?

* Comment le marché du travail de développement logiciel est modifié par
I'arrivée des LLMs ?
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Plan

m=) 1. Formalisation du principe de I'apprentissage machine et des
réseaux de neurones artificiels

Un peu plus de précisions sur ChatGPT
Eléments sur les LLMs pour les taches de raisonnement
Eléments sur le marché du travail de la programmation
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Tache : reconnaitre des chiffres manuscrits

image Chiffre représenté

| Entrée x 7 Sortie y
|

* Données : scans de code postaux d’enveloppes

* Difficulté :
* |l n'est pas possible d'énumérer tous les motifs possibles correspondant a un
seul chiffre (épaisseur, inclinaison, etc.).

- Une approche de ML va permettre de ne pas faire d’hypothese sur les motifs
a déetecter pour créer la fonction modele
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Un réseau de neurones artificiels

* On peut detecter un motif

e par une fonction tres simple, appelée neurone a
artificiel IN o
* et basé sur une simple moyenne pondérée il fonction 53
Y \\ N détectant zi
* Rappelons-nous lI'idée d’avoir des petites n ’ oncton | %
f n i n : [ [(),1] détectant Ye
O Ct O S, . . I!I fonction A 01 z;
* Pour détecter des motifs simples cececare YA 1)
* Pour détecter des motifs complexes en _ I '[01]
composant les détections de motifs simples ] |
— Ceci est un réseau de neurones artificiels i
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Alors comment trouver les

Sigmoid
O

0Co00000

tres de toutes les
fonctions neurones artificiels

* Rappel : les parametres

\

parame

e Comment ne pas les déterminer a la main ?
—>0n se base sur des données d’exemple :
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etres de tous

I(x,y), pour trouver les param

* On utilise les données d’exem
es neurones :

t

e C’est I'entrainemen

@3BluelBrown



Comment entrainer : comparer les sorties du
>le a la sortie désirée
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What’s the “cost”

* Avec les labels de vérite terrain \ SRR
(0.19 )%+
—> Calculer le colt/erreur totale pour pas- “’“11
chaque exemple d’entrainement Lt
a
)?
* Puis:
N ]:’\ \ N
‘Egﬂ'"/l Ll -:J /H{b _ : N . l.,\ {‘} f/‘IIL- 2_ LA B 1/~ j-' - i,x J
g oy ach 93
. i \ I.-"' "\.'
ﬂ'@'ggj"g;' ﬂ'ﬁ )Iﬂmhﬂﬁﬂ'{?rh’]gﬁ' ! 8&; _ 6 W@\ Cf—.’\ \ {2 )j
| | il _E:: M \I
\ " . N .n /o p Ju'f,f;. . - )
'? o f‘) N b methde + chadhen ow An doude ) e
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Entrainement : Descente de dérivée/gradient sur la
fonction de codt (erreur)

J F M )
[ it . / ™
. L A _ f | r"\l . [ 1 Y
E’fm’;} Ule :i:?' cod : o\ U @ - \he! L) - A J

Input space

© 3BluelBrown
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Entrainement : Adapter les poids

This weight e
matters a lot w1

(10D)
//Qo :
@)

w13,000

W13,001

OO00O0OO00OO

w13,002

wo should increase somewhat

00000000

//ixg
29

00000 ®
O =~ OO Ot g W N

w1 should increase
wo should decrease a lot

W1 w13.000 should increase a lot
/ 4 YO ares
10 CVEIL Cart w13.001 should decrease somewhat

@
&
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o
@
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@
@
®
O
O
O
®

O000O0OO00 -
@000

about this \\'b‘i,‘_’)ll\ ! w13.002 should increase a

e Pour aller plus loin : formule de la rétro-propagation et descente de gradient stochastique
* https://www.youtube.com/watch?v=Ilg3gGewQ5U
* https://www.youtube.com/watch?v=tleHLnjs5U8

© 3BluelBrown
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Un nouveau type de RNA : Convolutiona
Neural Networks (CNN)— Deep Learning

* Moins de parametres pour mieux décrire les motifs visuels
* Grace notamment a l'invariance par translation

. fc_3 fc_4
Fully-Connected Fully-Connected
Neural Network Neural Network
Conv_1 Conv_2 RelU activation
Convolution Convolution 1 /—A
(5 N 5) ke":'EI Max-Pooling (5 X 5) kerr.1el Max-Pooling (with
valid padding 2x2) valid padding (2x2)

\.dropout)

0
i a28x28=a784

1.1 14
Gy W G |

TR ot 650 §
1,1 1, 4

=L INPUT nl channels nl channels n2 channels n2 channels ||| E \‘ 9
O\fv\ 4 Z Q(f){ YA ’ngD (28 x 28 x 1) (24 x 24 x n1) (12x12 xnl) (8 x8 xn2) (4x4xn2) \ _ J —
A
| ‘/l

M
n3 units

Motifs a apprendre Taken from D2IAl -


https://d2l.ai/chapter_convolutional-neural-networks/lenet.html#lenet
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Taches de vision : du ML au Deep Learning

* Mise en contexte : avant on pré-déterminait les motifs qui nous
paraissaient importants, et on décrivait les données ainsi, pour
seulement les séparer en classes avec de |'apprentissage

* Les réseaux de neurones convolutionnels (CNN, combiné a la
descente de gradient, a la puissance de calcul et a la quantité de
données) permettent a présent de trouver des représentations
pertinentes pour classer les données dans les catégories souhaitées

—> Apprentissage de représentation grace au Deep Learning

- Mais... ces motifs sont identifiés par des corrélations/associations
dans les données...
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Plan

1. Formalisation du principe de I'apprentissage machine et des
réseaux de neurones artificiels

Un peu plus de précisions sur ChatGPT
Eléments sur les LLMs pour les taches de raisonnement
Eléments sur le marché du travail de la programmation
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Comment trouver les nombres representant le sens d’'un mot ?
La strategie choisie autour de 2015 7

probabilité
. exemple d’un chat
Sortiey (.3 y ‘
f ( ) E— 0.75| 1 y, d’un chien
0 001y, |

y4J

d’une voiture

d’une personne

s 2 .
0.03 3 N a
0.01| abbé 2
les | | [ 0 N S
s o
éléeves | [ ' “_‘S
ouvrent |=— :
leurs ﬁ
: =
A | S
: N =~
Lo zygog v H
[@]
o
fg(mot5) =

Proba(mot5 | motl,mot2,mot3,mot4)

131YyD2

Choix de se baser sur J. R. Firth 1957 : le sens d’'un mot

est donné par son contexte

—> Si on connait les mots entourant un autre mot, on

devrait donc pouvoir retrouver ce mot

- Choix treés simplificateur

—> mais tres pratique pour utiliser le ML pour trouver
les nombres représentant les mots : créer une
fonction qui va transformer les mots en nombre
pour retrouver un mot a partir de ses voisin :

Stratégie délibérée et simplificatrice :
retrouver le mot a partir de son contexte

pour arriver a concevoir un modele de ML qui
reproduit les statistiques de co-occurrerces
telles que présentes dans les textes a’antrainement

14
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réseaux Transformers
fp,(frg(texte) = .

Les éleves ouvi

Reproduction de motifs de corrélation Il
existants =2 Automatisation des biais

cah

coeur

L HI

—
a

| Beaucoup de données =2 Travail humain

Prédict

proba
fpux\

A

Beaucoup de calculs =2 Environnement

/

Les éleves ouvrent leurs
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Récap : I'apprentissage de représentation a
venir : les réseaux Transformer

* On flexibilise les motifs recherchés encore plus : ils peuvent dépendre des
mots ou pixels voisins !

lah q?’?h.k.??h
e; :E softmax Vih

(Multi-head self attention) permet \/a
- \ 1
eCIi,}TY,'kj,h
Zl eq.n-Kin
] i h 0 _ k,h_0 _ h 0
Mais lourd en calcul en test aussi, pas qi,n = W%, , k;, = W%, , v;;, =W""e;

que en entrainement comme avant ! . L

e} = MLP(Linear(ei’ e, € ))

* Le mot i est représente par une recombinaison de (diverses X
repreésentations de) ses mots voisins, dont les facteurs varient eux-mémes
en fonction des mots voisins (pas comme avant).

S

A. Vaswani et al.. Attention is all you need. NeurlIPS 2017. 16



ChatGPT : ce qu’on connait du
fonctionnement

* Architecture : Transformers
e Parametres et données croissantes :

GPT-2 GPT-3

1.5 billion parameters 176 billion parameters

ined 570 GB training dataset comprising of
FOCESE ZaI N et st books, articles, websites, and more

y Ability to perform most language
Often fine-tuned to perform specific tasks tasks without additional tuning

Smaller version of the model was released Launched as an APl service

to the public open source

[1] A. Vaswani et al., “Attention Is All You Need.”, Neural Information Processing System, 2017.
https://towardsdatascience.com/how-chatgpt-works-the-models-behind-the-bot-1ce5fca96286

UNIVERSITE 33 =P ELLA

’ cege, UINTELLIGENCE ARTIFICIELLE
COTEDAZUR e COTE D'AZUR

Output
Probabilitics

Feed
Forward
s ™\ Add & Norm
_ -
£dd & Norm Multi-Head
Feed Attention
Forward T 7 N
— 1
N Add & Norm
x I
r—>| Add & Norm | Vsted)
Multi-Head Multi-Head
Attention Attention
AT — — —

] J \. _JJ
Positional o) ¢ Positional
Encoding Encoding

Input Output
Embedding Embedding
Inputs QOutputs

(shifted right)

Figure 1: The Transformer - maa¢l grclistecture.
™ N
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Decoder (GPT) — Instructions (Instruct GP

1. Nous savons maintenant que le pré-entrainement d’un LLM implique une procédure
d’entrainement ou il apprend a générer un mot a la fois.
Le LLM pré-entrainé qui en résulte est capable de compléter du texte, ce qui signifie
gu’il peut terminer des phrases ou écrire des paragraphes de texte a partir d’un
fragment en entrée.

2. Cependant, les LLM pré-entrainés ont souvent du mal avec des instructions
spécifiques, telles que « Corrigez la grammaire de ce texte » ou « Convertissez ce

texte en voix passive ».
Nous allons donc nous concentrer sur I'amélioration de la capacité du LLM a suivre

de telles instructions et a générer une réponse souhaitée.
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Exemples d’instructions traitées par uchTEIBM\UE‘I'-'-|@‘OEE>J%T‘6-iii*ﬂfﬁZ
generer les réeponses souhaitees

The goal for the
LLM is to generate

as inputs for the LLM. .
[ [ a desired response.
Desired response

The instructions serve

Instruction
Convert 45 kilometers to meters. — 45 Kkilometers is 45000 meters.
Provide a synonym for “bright.” — A synonym for “bright” is “radiant.”

Edit the following sentence to
remove all passive voice: “The —  The artist composed the song.
song was composed by the artist.”

19



Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our S o
prompt dataset. landing ta a 6 year oid
Y
A labeler
demonstrates the @
desired output 7
behavior. Som e want
to the moon..
Y
This data is used SFT
to fine-tune GPT-3 ./}?.7&.
with supervised \.\sz{/
learning. 2

EEE

ChatGPT : ce gu’on connait du

UNIVERSITE :s3+ EFELIA
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fonctionnement (a partir de InstructGPT

Prompt dataset is a series of
prompts previously submitted to
the Open API

40 contractors
hired to write
responses to
prompts

Input / output pairs are used to
train a supervised model on
appropriate responses to
instructions.

SFT (Supervised Fine Tuning) model

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Responses are generated by
the SFT model

Explain the moon
landing to a 6 yoar old

0 o

Caglan gty pe——

c] 0

Moo in naont Eogin mint 42
atalbne ot e e

Nyt -

¥

0-0-0:-0

\j

};;& (§) combinations of

/
7 rankings served to the
0-60-0-0 model as a batch datapoint

https://towardsdatascience.com/how-chatgpt-works-the-models-behind-the-bot-1ce5fca96286

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt »

is sampled from o asion

the dataset. about frogs

Y

The policy e
enerates 2o

g ./)?.&.

an output. W

The reward model

—

oy
the output.

Y

The reward is
used to update p
the policy
using PPO.

Leverages Proximal Policy
Optimization (PPO)

A policy is, a strategy
that an agent uses in
pursuit of goals

Kullback—
Leibler penaltiy
for SFT model
to avoid
overfitting

™ N

54
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ChatGPT : ce gu’on connailt du

fonctionnement
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f 1 [

i Parameters:175B
i Training tokens:300B
. Vocab size: ~50K :
Complete the

input sentence I
> equal to four. :

Internet data(300B tokens)

Stage 1: II two plus two is

Pre-training :

optimize using :
reinforcement learning :

collect data train a
reward model (PPO algorithm) ~ :
Reward e | chatepT
model Model

Stage 2:
Fine-tuning

i and fine-tune
H Finetuned
GPT
RM PPO

emodr;s;:‘aﬁon %
L T )
* Sans oublier beaucoup de controle du
contenu :

o Modele spécifique développé avec travail
d’annotation spécifique

o Enquéte du Time montre pratiques

a new prompt

LeetCode: longest common string

?

@ Answer a prompt

Content moderation J

ChatGPT Model }44 Generate response

2

l Content moderation ]

\4

Template response generation }

longest common string is the
Response
problem of...

l

Sorry,l am not td gprovide

medical as i%.

d’exploitation humaine N

https://blog.bytebytego.com/p/ep-44-how-does-chatgpt-work

60
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Techniques de Prompt Englneerlng

* Notions de base
* Jeux de rble
e Raffinage itératif
* Boucles de rétroaction (dialogue)

* Avancé
e Zero-shot invite
* Few-shot invite / apprentissage-en-contexte
e Chaine de pensée (CoT)

 Et tant d’autres techniques...
e Encourager I'introspection
Incitation a un stimulus directionnel
Arbre de pensée (version structurée de la chaine de pensée)
Incitation basée sur la complexité
Incitation a la production de connaissances...
Incitation la plus faible a la plus forte

https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://aws.amazon.com/fr/what-is/prompt-engineering/#:~:text=Prompt%20engineering%20is%20the%20process,hich%2Dquality%20and%20relevant%20output.

61



https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://www.datacamp.com/blog/what-is-prompt-engineering-the-future-of-ai-communication
https://aws.amazon.com/fr/what-is/prompt-engineering/#:~:text=Prompt%20engineering%20is%20the%20process,high%2Dquality%20and%20relevant%20output.
https://aws.amazon.com/fr/what-is/prompt-engineering/#:~:text=Prompt%20engineering%20is%20the%20process,high%2Dquality%20and%20relevant%20output.
https://aws.amazon.com/fr/what-is/prompt-engineering/#:~:text=Prompt%20engineering%20is%20the%20process,high%2Dquality%20and%20relevant%20output.
https://aws.amazon.com/fr/what-is/prompt-engineering/#:~:text=Prompt%20engineering%20is%20the%20process,high%2Dquality%20and%20relevant%20output.
https://aws.amazon.com/fr/what-is/prompt-engineering/#:~:text=Prompt%20engineering%20is%20the%20process,high%2Dquality%20and%20relevant%20output.
https://aws.amazon.com/fr/what-is/prompt-engineering/#:~:text=Prompt%20engineering%20is%20the%20process,high%2Dquality%20and%20relevant%20output.

ChatGPT 5

count the legs

The zebra in the image appears to have an optical llusion due to its leg positions, but it

actually has four legs.
—_—

ChatGPT 5

How many overlapping circles are there in the logo of this
car? Answer with a number in curly brackets, e.g., {9).

{4) x

ChatGPT &

The duck in the image has two legs. x

I, Share

count the legs
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Do LLMs Have Visualization Literacy? An Evaluation on Modified
Visualizations to Test Generalization in Data Interpretation

Jiayi Hong (%, Christian Seto (), Arlen Fan (%, and Ross Maciejewski
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Hotel Costs of Room Service Election Exit Poll of California State by Education
Approval Rating

* LLMs we exRIored currently fail =
to achieve t

, ieve the same levels of .
visualization literacy when !
compared to data from the ]

general public reported in VLAT,
and LLMs heavily relied on their (¢) Stacked Bar Chart
pre-existing knowledge to

answer questions instead of T |
utilizing the information
provided by the visualization
when answering questions.
(g) Scatterplot (h) BubbleChart
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Is vibe coding dying?

Amateurs might not be replacing teams of coders, after all

GARY MARCUS
0CT 22, 2025

DevOps & Code Completion Tools Traffic

4,000

Remember how in October and in March I told you that vibe coding — in the sense of

amateurs using large language models to write code to “build products that would

have previously required teams of engineers” — would never be remotely reliable?

And that such tools were fine for demos but not for complex apps in the real world?

And that the code they wrote would be hard to maintain?

Customers are finally figuring that out.

It is deeply unserious and these tools aren’t delivering when they
encounter real world complexity (building quick demos isn’t complex)
in any meaningful enterprise.

Gary Marcus & @GaryMarcus - 6d /o ST
The very inventor of the term “vibe coding”, hand-coding.
The problem, as always, lies in generalizing outside the training distribution. Vibe And confirming — yet again - that current Al has NOT solved
. i o . . i i distribution shift (the core problem that | have been harping on since
coding can be fine if you are building something very familiar, but is less reliable for 1998).
the unfamiliar. Even Andrej Karpathy, who literally invented the term vibe-coding, & Andrej Karpathy @ @karpathy-10/13/25
sees this: Replying to @zenitsu_aprntc

Good question, it's basically entirely hand-written (with tab

autocomplete). | tried to use claude/codex agents a few times but
they just didn't work well enough at all and net unhelpful, possibly
the repo is too far off the data distribution.

25
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2. Un peu plus de précisions sur ChatGPT
mm) 3. Fléments sur les LLMs pour les taches de raisonnement
4. Eléments sur le marché du travail de la programmation
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Brains vs. Bytes: Evaluating LLM Proficiency in Olympiad
Mathematics
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Abstract

Drawing (and typo) by ChatGPT ©G MarCUS

Recent advancements in large language models (LLMs) have shown impres-

sive progress in mathematical reasoning tasks. However, current evaluation

benchmarks predominantly focus on the accuracy of final answers, often

overlooking the logical rigor crucial for mathematical problem-solving. The

claim that state-of-the-art LLMs can solve Math Olympiad-level problems

requires closer examination. To explore this, we conducted both qualitative

and quantitative human evaluations of proofs generated by LLMs, and

developed a schema for automatically assessing their reasoning capabili-

ties. Qur study reveals that current LLMs fall significantly short of solving

challenging Olympiad-level problems and frequently fail to distinguish cor-

rect mathematical reasoning from clearly flawed solutions. We also found

that occasional correct final answers provided by LLMs often result from

pattern recognition or heuristic shortcuts rather than genuine mathematical

reasoning. These findings underscore the substantial gap between LLM U\
performance and human expertise in advanced mathematical reasoning

and highlight the importance of developing benchmarks that prioritize the

rigor and coherence of mathematical arguments rather than merely the

correctness of final answers. 27
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Mais reproduire les co-occurrences de ' mots a
ses limites

GPT-3.5 GPT-4

Decode by shifting each letter 13 positions backward in the alphabet.

Input: Jryy, vg jnf abg rknpgyl cynaarq sebz gur ortvaavat.
Correct: Well, it was not exactly planned from the beginning.
v/ GPT-4:  Well, it was not exactly planned from the beginning.

te

Decoding accuracy
o o o o —
o N 8) ~ o
o (&)} o (6] o

Rot-12 Rot-13 Rot-12 Rot-13

R. T. McCoy et al., “Embers of autoregression show how large language models are shaped by the problem they are trained
to solve,” Proc. Natl. Acad. Sci. U.S.A., vol. 121, no. 41, Oct. 2024. 28
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ol-preview -17.5

Oliver picks 44 kiwis on Friday. Then he picks 58 kiwis on Saturday. On Sunday, he picks double the Gemma-7b-it |—2().6
number ?f kiwis he did on Friday, but five of them were a bit smaller than average. How many kiwis Mistral-7b-v0.3-24.0]
oy O ver aaver Mistral-7b-v0.1 _ -28.3]
01-mini -29.1]
* Les LLM sont moins performants pour les taches e ] e
rares que pour les taches courantes GPTao =0
. . . . . . GemmaZ2-2b -38.6|
* Performances tres variables d'une instanciationa i 0
I'autre de la méme question. e T
Llama3-8b-instruct -57,4|
Phi-3-medium-128k-instruct -57.8 |
. ere A Mathstral-7b-v0.1 -59.7|
—> Prudence si on veut les utiliser pour des taches Gemma 2711 7
qui sont rares dans les données d’entrainement P 2.5 it it o
- Limites importantes de la capacite des LLM a e o
effectuer un veritable raisonnement PhiminiBeimsiruet 657
m at h e m at I q u e ’ élfg\/ISK_iOGSNI-?OOp ;i(;urac;fjgr’vp(;(f)io

|. Mirzadeh et al., “GSM-Symbolic: Understanding the Limitations of Mathematical Reasoning in Large Language Modeis,\"
ICLR, 2025. 29
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Grace a des expérimentations poussées sur
divers casse-téte, nous montrons que les
LRM frontieres sont confrontés a un
effondrement complet de leur exactitude
au-dela de certaines complexités.

Nous avons constaté que les LRM
présentent des limites en matiére de calcul
exact : ils n'utilisent pas d'algorithmes
explicites et raisonnent de maniere
incohérente d'une énigme a l'autre.

Nous examinons également plus en détail
les traces de raisonnement, en étudiant les
schémas des solutions explorées et en
analysant le comportement calculatoire des
modeles, mettant en lumiere leurs points
forts et leurs limites, et soulevant ainsi des
qguestions cruciales sur leurs véritables
capacités de raisonnement.

The Ilusion of Thinking:
Understanding the Strengths and Limitations of Reasoning Models
via the Lens of Problem Complexity

Parshin Shojaee*!  Tman Mirzadeh* Keivan Alizadeh
Maxwell Horton  Samy Bengio Mehrdad Farajtabar

Apple

Abstract

Recent generations of frontier language models have introduced Large Reasoning Models
(LRMs) that generate detailed thinking processes before providing answers. While these mod
demonstrate improved performance on reasoning benchmarks, their fundamental capabilities
ing properties, and limitations remain insufficiently understood. Current evaluations primarily fo-
cus on established mathematical and coding benchmarks, emphasizing final answer accuracy. How-
ever, this evaluation paradigm often suffers from data contamination and does not provide insights
into the reasoning traces’ structure and quality. In this work, we systematically investigate these
gaps with the help of controllable puzzle environments that allow precise manipulation of composi-
tional complexity while maintaining consistent logical structures. This setup enables the analysis
of not only final answers but also the internal reasoning traces, offering insights into how LRMs
“think”. Through extensive experimentation across diverse puzzles, we show that frontier LRMs
face a complete accuracy collapse beyond certain complexities. Moreover, they exhibit a counter-
intuitive scaling limit: their reasoning effort increases with problem complexity up to a point, then
declines despite having an adequate token budget. By comparing LRMs with their standard LLM
counterparts under equivalent inference compute, we identify three performance regimes: (1) low-
complexity tasks where standard models surprisingly outperform LRMs, (2) medium-complexity
tasks where additional thinking in LRMs demonstrates advantage, and (3) high-complexity tasks
where both models experience complete collapse. We found that LRMs have limitations in exact
computation: they fail to use explicit algorithms and reason inconsistently across puzzles. We
also investigate the reasoning traces in more depth, studying the patterns of explored solutions
and analyzing the models’ computational behavior, shedding light on their strengths, limitations,
and ultimately raising crucial questions about their true reasoning capabilities.

1 Introduction

Large Language Models (LLMs) have recently evolved to include specialized variants explicitly
designed for reasoning tasks—Large Reasoning Models (LRMs) such as OpenAT's ol/03 [1, 2],
DeepSeek-R1 [3], Claude 3.7 Sonnet Thinking [4], and Gemini Thinking [5]. These models are new
artifacts, characterized by their “thinking” mechanisms such as long Chain-of-Thought (CoT) with
self-reflection, and have demonstrated promising results across various reasoning benchmarks. Their

“Equal contribution.
"Work done during an internship at Apple.
{p_shojace, imirzadeh, kalizadehvahid, mchorton, bengio, farajtabar}@apple.com
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Hanoi is a classic game with three pegs and multiple discs in which you need to move
all the discs on the left peg to the right peg, never stacking a larger disc on top of a

smaller one.

(You can try a digital version at mathisfun.com.)

If you have never seen it before, it takes a moment or to get the hang of it. (Hint, start

with just a few discs).

With practice, a bright (and patient) seven-year-old can do it. And it’s trivial for a
computer. Here’s a computer solving the seven-disc version, using an algorithm that

any intro computer science student should be able to write:

Tower of Hanoi

The object of the game is to move all the disks over to Tower 3 (drag and drop). B
you cannot place a larger disk onto a smaller disk.

Disks: 7 |v A Moves: 10 |Restart @ Log

Solve!

&) )
) @
“amimum Moves: 127

N—
©202 - 093 e
‘ \""

Claude, on the other hand, can barely do 7 discs, getting less than 80% accuracy, left

bottom panel below, and pretty much can’t get 8 correct at all.

©Gary Marcus, https://garymarcus.substack.com/p/a-
knockout-blow-for-lims?publication id=888615
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Josh Wolfe & @wolfejosh-13h &)
2/ Apple tested today's "reasoning" Als like Claude + DeepSeek which

look smart—but when complexity rises, they collapse.

Not fail gracefully. Collapse completely. LLM Response Peg0 Pegl Peg2
Q3 17 @ 264 i 22K A & <think>
Move disk 1 from peg O to peg 2 ... Initial State
. moves = [
Josh Wolfe @ @Wolfejoslh-13h o O] (1, 0, 21, /_\ [1, 0, 2]
3/ They found LLMs don't scale reasoning like humans do. [2, o, 11, extract moves from thoughts [2, 0, 1]
[1, 2, 11, (for analysis) 1, 2, 1]
They think MORE up to a point... IEB. 9, 2% ' [3, 0, 2]
1, 1, 0],
Middle State
Then they GIVE UP early, even when they have plenty of compute left. Ei 3' g ’
02 T ¥ 27 i 22K A 2 ] E; 1 g}
Let me double-check this... [l' D, 2]
Josh Wolfe & @wolfejosh-13h o} ST extract final answer
y y y ) s =... 1
4/ Even when handed the exact algorithm, LLMs still botch the job. :7:::::::"9 finaljansWerydsinoves (for measuring accuracy) » Target State
Execution # understanding.
100 20,000 o Lo
Claude 3.7 a 2
Its not “missing creativity”—its failing basic logic. 80 l|1 {+thinking) :; . f‘lelﬂllilﬂkif-TJ Zos
L Sthinking =
(O Qo ¥ 176 ihi 21K H & ‘ 60 |l = [: o Correct Solutions
z ] ‘; :::: 10,000 T-E
Josh Wolfe @ @wolfejosh-13h & g 0 (13_.0. j . ~Jlaude 37 Z 04 \ Incorrect Solutions
5/ models "overthink" EASY problems—exploring WRONG answers " gpfClmde T g sow d’ E= \
Goean 7] o rd
after finding the RIGHT one. . | & £l Booood =1 . b
12345678 10 15 20 12345678 10 15 20 12345678910 15
And when problems get HARDER... they think LESS. Complexity (number of disks) Complexity (number of disks) Complexity (number of disks)
Wasted compute at one end—defeatism at the other Figure 1: Top: Our setup enables verification of both final answers and intermediate reasoning traces,
Qs Qo © 198 thi 24K N & allowing detailed analysis of model thinking behavior. Bottom left & middle: At low complexity,
S T e—— o non-thinking models are more accurate and token-efficient. As complexity increases, reasoning models
S| woliejosn - . . .. .
@ 61 Appis's take fa these models ARE NOT reasoniig, outperform but require more tokens—until both collapse beyond a critical threshold, with shorter
traces. Bottom right: For correctly solved cases, Claude 3.7 Thinking tends to find answers early
they're super expensive pattern matchers that break as soon as we at low complexity and later at higher complexity. In failed cases, it often fixates on an early wia:

-~

step Gutside thalrraining distribusion:. answer, wasting the remaining token budget. Both cases reveal inefficiencies in the reasoning process.™ \

O 22 045 ¥ 533 i 27K R 2
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STOP ANTHROPOMORPHIZING INTERMEDIATE TOKENS AS
REASONING/THINKING TRACES!

Subbarao Kambhampati  Kaya Stechly  Karthik Valmeekam  Lucas Saldyt  Siddhant Bhambri

Vardhan Palod  Atharva Gundawar  Soumya Rani Samineni  Durgesh Kalwar  Upasana Biswas

School of Computing & Al
Arizona State University

ABSTRACT

Intermediate token generation (ITG), where a model produces output before the solution, has been
proposed as a method to improve the performance of language models on reasoning tasks. These
intermediate tokens have been called “reasoning traces” or even “thoughts” — implicitly anthropo-
morphizing the model, implying these tokens resemble steps a human might take when solving
a challenging problem. In this paper, we present evidence that this anthropomorphization isn’t a
harmless metaphor, and instead is quite dangerous — it confuses the nature of these models and how
to use them effectively, and leads to questionable research.

1 Introduction

Recent advances in general planning and problem solving have been spearheaded by so-called “Long Chain-of-Thought™
models, most notably DeepSeek’s R1 [17]. These transformer-based large language models are further post-trained
using iterative fine-tuning and reinforcement learning methods. Following the now-standard teacher-forced pre-training,
instruction fine-tuning, and preference alignment stages, they undergo additional training on reasoning tasks: at each
step, the model is presented with a question; it generates a sequence of intermediate tokens (colloquially or perhaps
fancifully called a “Chain of Thought” or “reasoning trace™); and it ends it with a specially delimited answer sequence.
After verification of this answer sequence by a formal system, the model’s parameters are updated so that it is more
likely to output sequences that end in correct answers and less likely to output those that end in incorrect answers with
no guarantees of trace correctness.

While (typically) no direct optimization pressure is applied to the intermediate tokens [4, 62], empirically it has been
observed that language models perform better on many domains if they output such tokens first [38, 55, 61, 19, 16,
17, 39, 36, 29]. While the fact of the performance increase is well-known, the reasons for it are less clear. Much of
the previous work has framed intermediate tokens in wishful anthropomorphic terms, claiming that these models are

“thinking” before outputting their answers [38, 12, 17, 56, 62, 7]. The traces are thus seen both as giving insights to the

end users about the solution quality, and capturing the model’s “thinking effort.”

In this paper, we take the position that anthropomorphizing intermediate tokens as reasoning/thinking traces is (1)
wishful (2) has little concrete supporting evidence (3) engenders false confidence and(4) may be pushing the community
into fruitless research directions. This position is supported by work questioning the interpretation of intermediate
tokens as reasoning/thinking traces (Section 4) and by stronger alternate explanations for their effectiveness (Section 6).

Anthropomorphization has long been a contentious issue in Al research [33], and LLMs have certainly increased our
anthropomorphization tendencies [20]. While some forms of anthropomorphization can be treated rather indulgently as
harmless and metaphorical, our view is that viewing ITG as reasoning/thinking is more serious and may give a false
sense of model capability and correctness.
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Il n’y a qu’une faible corrélation entre I'exactitude de la
trace (prise comme “raisonnement”) et I'exactitude du
résultat final.

Pire, entrainer des modeles sur des traces de
raisonnement fausses améliore leur performance sur le
résultat final.

Etant donné que ces traces peuvent n‘avoir aucun sens,
les faire délibérément apparaitre comme du
raisonnement humain est dangereux. En fin de compte,
les LRM sont censés fournir des solutions que les
utilisateurices ne connaissent pas déja (et qu’iels ne sont
peut-étre méme pas capables de vérifier directement).
Encourager a voir ces traces de supposé raisonnement,
dont seulement le style est plausible, comme motif de
confiance semble bien malavisé !

Apres tout, la derniere chose que nous voulons faire est
de concevoir des systemes d’IA qui sont juste puissants
pour exploiter nos failles congnitives en nous convaincant
de la validité de réponses incorrectes.
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Chain-of-Thought Is Not Explainability EOTE D'AZUR

Fazl Barez*  Tung-Yu Wu Ivan Arcuschin Michael Lan Vincent Wang

Oxford WhiteBox Independent Independent Oxford
WhiteBox Cosmos
* We show that verbalised chains are frequently Google Deoind | Tndepondent NI P se At
unfaithful, diverging from the true hidden ver
computations that drive a model’s predictions, AdelBibi  RobertTrager  Damiano Fornasiere  John Yan  Yanai Elazar
and giving an incorrect picture of how models Oxtord Oxtord M whietiox oW

arrive at conclusions.

Yoshua Bengio

* Despite this, CoT is increasingly relied upon in —
high-stakes domains such as medicine, law, and .
autonomous systems—our analysis of 1,000 T explanaons oo miseacing fom computing ol poroscience. Whats beyone Chaim i Thought
recent CoT-centric papers finds that ~“25% (e ettt o vt it (~ Mechaniste Computaten | (")
explicitly treat CoT as an interpretability . greater then ther sum? J | moyerolowthe CoTsteps i
technique—and among them, papers in high- B S S 0 === ||[__ crorenons
stakes domains slpecifically hinge on such et |1 <haycars |1 e 5 B [ socamcing Navaves |
- al - A primes are 2 and 3. A Yes. » smallest _
interpretability claim heavily. S D e | 2 | cogume rpanatngy ) (Pt s

* Proposal: develop causal validation methods SR | TR | et | = |
(e.g., activation patching, counterfactual Restoration (7)) Biasdriven [}, Unfaithful ([ uman-cented artaces |
interventions, verifier models) to ground - eror #ameners = Shone >
explanations in model inte rnaIS. Figur.e.l: Overvigw pf our paper: Unfaithful Chain-of-Thought behaviors (left), their mechapistic and

cognitive underpinnings (center), and our proposed research roadmaps for enhancing CoT faithfulness

(right).
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Nos résultats révelent que le raisonnement Chain of Thought (CoT — prompt

« pense étape par étape) fonctionne efficacement lorsqu'il est appliqué a des
données similaires (d’a peu prés la méme distribution statistique que les
données d’entrainement), mais devient fragile et sujet a I'échec méme en cas
de changements de distribution modérés. Dans certains cas, les LLM généerent
des étapes de raisonnement fluides, mais logiquement incohérentes. Les
résultats suggerent que ce qui semble étre un raisonnement structuré peut
étre un mirage, émergeant de motifs mémorisés ou interpolés dans les
données d'apprentissage plutét que d'une inférence logique.

Ces résultats suggerent que les LLM ne sont pas des raisonneurs mais plutét
des simulateurs sophistiqués de textes ressemblant a du raisonnement.

Pour les usageres et usagers, nos résultats soulignent le risque de s'appuyer
sur le CoT comme solution clé en main pour les taches de raisonnement et
mettent en garde contre toute assimilation des résultats de type CoT a la
pensée humaine.

Pour les chercheuses et chercheurs, ces résultats soulignent le défi non résolu
de parvenir a un raisonnement a la fois fiable et généralisable, d'ou la
nécessité de développer des modeles capables d'aller au-dela de la
reconnaissance de formes superficielle pour démontrer une compétence
inférentielle plus approfondie.
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Is Chain-of-Thought Reasoning of LLMs a
Mirage? A Data Distribution Lens

Chengshuai Zhao!, Zhen Tan!, Pingchuan Ma!, Dawei Li!, Bohan Jiang!, Yancheng Wang!, Yingzhen Yang!
and Huan Liu’
LArizona State University, USA

Chain-of-Thought (CoT) prompting has been shown to improve Large Language Model (LLM) performance
on various tasks. With this approach, LLMs appear to produce human-like reasoning steps before
providing answers (a.k.a., CoT reasoning), which often leads to the perception that they engage in
deliberate inferential processes. However, some initial findings suggest that CoT reasoning may be more
superficial than it appears, motivating us to explore further. In this paper, we study CoT reasoning via a
data distribution lens and investigate if CoT reasoning reflects a structured inductive bias learned from
in-distribution data, allowing the model to conditionally generate reasoning paths that approximate
those seen during training. Thus, its effectiveness is fundamentally bounded by the degree of distribution
discrepancy between the training data and the test queries. With this lens, we dissect CoT reasoning via
three dimensions: task, length, and format. To investigate each dimension, we design DaATAALCHEMY,
an isolated and controlled environment to train LLMs from scratch and systematically probe them under
various distribution conditions. Our results reveal that CoT reasoning is a brittle mirage that vanishes
when it is pushed beyond training distributions. This work offers a deeper understanding of why and
when CoT reasoning fails, emphasizing the ongoing challenge of achieving genuine and generalizable
reasoning. Our code is available at GitHub: https://github.com/ChengshuaiZhao0/DataAlchemy.

1. Introduction

Recent years have witnessed Large Language

Models’ (LLMs) dominant role in various do- Distribution

mains (Li et al., 2025b; Ting et al., 2025; Zhao . DN:::”"‘

et al., 2025, 2023) through versatile prompt- %

ing techniques (Kojima et al., 2022; Wei et al., Farmat f;

2022; Yao et al., 2023). Among these, Chain- 8

of-Thought (CoT) prompting (Wei et al., 2022) Farmat

has emerged as a prominent method for elic- Training
Testing

iting structured reasoning from LLMs (a.lk.a.,
CoT reasoning). By appending a simple cue
such as “Let’s think step by step,” LLMs decom-
pose complex problems into intermediate steps,
producing outputs that resemble human-like Task Length

reasoning. It has been shown to be effective . 3
in tasks requiring logical inference(Xu et al,, Figure 1 | The data perspective lens. CoT reason-

2024), mathematical problem solving (Imani Ing's effectiver?ess_ is fundc_imen[ally bounded by
etal., 2023), and commonsense reasoning (Wei the_ d_egr ee of d1s[r1burron giscrepancy ?I_}ELWEEH lh_E
etal., 2022). The empirical successes of CoT rea-  [faining da_[a and tiie |est o _arles._Gmded by this
soning lead to the perception that LLMs engage lt_ans‘ we disseft Col easczing via three dimen-
in deliberate inferential processes (Ling et al., ~S107S: task, lense. @ format.

2023; Yu et al., 2023; Zhang et al., 2024a,c).

Distribution
Distribution
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1. Formalisation du principe de I'apprentissage machine et des
réseaux de neurones artificiels

Un peu plus de précisions sur ChatGPT
Eléments sur les LLMs pour les taches de raisonnement
Eléments sur le marché du travail de la programmation
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Record-breaking layoff reports, Amazon's mass firings, and a slump
in entry level employment. Is AI behind it all?

BRIAN MERCHANT
NOWV 06, 2025

is down.) The most-discussed, however, is probably the shrinking number of jobs for Headcount Over Time by Age Group

recent college grads. Derek Thompson pointed to this trend in an Atlantic piece that Software Developers (Normalized)
124

argued there were signs that “Al is competing with recent college grads” and a trio

of Stanford economists published a paper asserting that early career employment - Early Career 1 (22-25)

Early Career 2 (26-30)
Developing (31-34)
Mid-Career 1 (35-40)
Mid-Career 2 (41-49)

for US workers in “occupations exposed generative Al” aged 22-25 had declined in
key fields 13% since 2022, precisely when the commercial technology entered the ]

NERE

scene. 0.9 Senior (50+)
0.8
Q , & Q ' » Q » Q

What we can be sure of, however, is that there is real pain unfolding right now, ,L@'°,L§f’:9¢’v°@m’%&i@)Z@p ,L@“'\’@p
irregardless of whether it's due to management enacting bona fide Al job Date
replacement, executives' hopes that Al can cut labor costs, or “Al washing” that
obscures a company’s ulterior motives. | can be sure of this not just because I've

B. Merchant, “What’s really going on with Al and jobs?”, Nov. 2025.

E. Brynjolfsson, B. Chandar, and R. Chen, “Canaries in the Coal Mine? Six Facts about the Y\~

Recent Employment Effects of Artificial Intelligence”, Stanford pub., Nov. 2025.
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Klarna’s Al Assistant Is Doing The

Job Of 700 Workers, Company
Says

By Jack Kelly, Senior Contributor. ® Jack Kelly covers
career growth, job market and workplace trends.
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After Firing 700 Humans For Al,
Klarna Now Wants Them Back
—'Tons Of Klarna Users Would
Enjoy Working For Us,' Says CEO

Adrian Volenik
May 18, 2025 « 3 min read

h =

7 Ways to Generate Income With a
$1,000,000 Portfolio

Ad - Fisher Investments

Klarna is backpedaling after cutting
hundreds of human jobs and replacing them
with artificial intelligence. The Swedish buy-
now-pay-later company now says real people
are essential to customer service and plans
to bring them back—but in a gig-style setup.
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Bank Fires Workers in Favor of Al Chatbot, Rehires Them

After Chatbot Is Terrible at the Job

Yet another tale of Al's less-than-stellar employee track record has emerged

By Lucas Ropek  Published August 22, 2025

AWS CEO says using Al to replace junior staff

is 'Dumbest thing I've ever heard’
They're cheap and grew up with Al ... so you're firing them why?
A Simon Sharwood

Amazon Web Services CEO Matt Garman has suggested firing junior workers
because Al can do their jobs is "the dumbest thing I've ever heard."

Garman made that remark in conversation with Al investor Matthew Berman, during
which he talked up AWS's Kiro Al-assisted coding tool and said he's encountered
business leaders who think Al tools “can replace all of our junior people in our
company.”

That notion led to the “dumbest thing I've ever heard" quote, followed by a justification
that junior staff are “probably the least expensive employees you have" and also the
most engaged with Al tools.

“How's that going to work when ten years in the future you have no one that has
learned anything," he asked. “My view is you absolutely want to keep hiring kids out of
college and teaching them the right ways to go build software and decompose
problems and think about it, just as much as you ever have.”

Thu 21 Aug 2025 06:06 UTC
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Les agents |A ont, jusqu'a présent, ete pour |a

plupart un echec

The unrelenting hallucinations problem frequently rears its ugly head:

< Post (of oss

Auren Hoffman @
@auren

connected my calendar to chatgpt.

just asked chatgpt to summarize my mtgs for today and it gave me
someone else's calendar. anyone know whose calendar this is?

(i do know some of these people so maybe hallucinating?)

Here's a summary of your meetings from Friday, June 27, 2025, based on your connected Google Calendar:

"' Meetings Today

1. Breakfast Meeting
+ Time: 8:00 AM - 9:00 AM
- Location: Sadelle’s

+ Description: Breakfast with Zohar Dayan

2. Founder Check-In
+ Time: 11:00 AM - 11:30 AM
« Title: Zach (Check-in)

« Description: No additional notes

3. Lunch Meeting
+ Time: 12:00 PM - 1:30 PM
« Location: Milos

« Description: Lunch with Jon Oringer

4. Afternoon Meeting
« Time: 4:30 PM - 5:00 PM

« Title: Call with Sarah

12:49 - 6/27/25 - 40K Views

In July Futurism ran an analysis reporting that “the percentage of tasks Al agents are

currently failing at may spell trouble for the industry”, adding that the “failure rate is

absolutely painful”, drawing on a CMU benchmark, AgentCompany, that showed

failure rates of 70% on some tasks.

v r/Al_Agents @
% u/Warm-Reaction-456 - 4d

I'm starting to lose trust in the Al agents space.

| build Al agents for a living, it's what | do for my clients. | believe in the technology, but honestly, I'm getting
worried about the industry. The gap between the hype and what's actually happening on the ground is
turning into a canyon, and it feels like we're repeating the worst mistakes of every tech bubble that came
before.

Here's what I'm seeing from the trenches.

The "Agent" label has lost all meaning. Let's be real: most "Al agents" out there aren't agents. They're
just workflows. They follow a script, maybe with a GPT call sprinkled in to make it sound smart. There's
nothing wrong with a good workflow they're often exactly what a business needs. But calling it an "agent"
sets expectations for autonomous decision-making that simply isn't there. | spend half my time with new
clients just explaining this distinction. The term has been so overused for marketing that it's become
practically useless.

The demo to reality gap is massive. The slick demos you see at conferences or on Twitter are perfect-
world scenarios. In the real world, these systems are brittle. One slightly off-key word from a user can send
the whole thing off the rails. One bad hallucination can destroy a client's trust forever. We're building
systems that are supposed to be reliable enough to act on a user's behalf, but we're still grappling with
fundamental reliability issues that nobody wants to talk about openly.

The industry's messaging changes depending on who's in the room. One minute, we're told Al agents
are about to replace all knowledge workers and usher in a new era of productivity. The next minute, when
regulators start asking questions, we're told they're "just tools" to help with spreadsheets. This constant
whiplash is confusing for customers and makes it impossible to have an honest conversation about what
these systems can and can't do. It feels like the narrative is whatever is most convenient for fundraising that
week.

The actions of insiders don't match the hype. This is the one that really gets me. The top Al researchers,
the ones who are supposedly building our autonomous future are constantly job-hopping for bigger salaries
and better stock options. Think about it. If you really believed you were 18 months away from building
something that would change the world forever, would you switch companies for a 20% raise? Or would you
stick around to see it through? The actions don't line up with the world-changing rhetoric.

We're solving problems that don't exist. So much of the venture capital in this space is flowing towards
building "revolutionary" autonomous agents that solve problems most businesses don't actually have.
Meanwhile, the most successful agent projects |'ve worked on are the boring ones. They solve specific,
painful problems that save real people time on tedious tasks. But "automating expense report summaries"

Anaen't malba far a arast TarhCrinah hasdlina

©Gary Marcus, Al Agents have, so far, mostly been a dud,

https://garymarcus.substack.com/p/ai-agents-have-so-far-mostly-been?publication id=888615
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As a consequence of their superficial understanding of what they're being asked,

current agents are grossly vulnerable to cyberattacks.

As CMU PhD student Andy Zou recently reported, as part of a large multi-team effort:

Andy Zou &
@andyzou_jiaming

We deployed 44 Al agents and offered the internet $170K to attack
them.

1.8M attempts, 62K breaches, including data leakage and financial
loss.

@ Concerningly, the same exploits transfer to live production agents...
(example: exfiltrating emails through calendar event) &

ful Attacks System Prc

-]

irect Prompt Injection

direct Prompt Injection

12:37 - 7/29/25 - 472K Views

Even the most secure system was undermined 1.45% of the time, which meant that
over fifteen hundred attacks were successful. (Even one successful attack can be
devastating. An important, publicly-visible system that can be beat in .001% of the

times it is attacked is a mess.)

None of these flaws should surprise anyone. What drives LLMs (and what drives the
current batch of agents) is mimiery, and not what Ernest Davis and I called in 2019

deep understanding.

Current systems can mimic the kinds of words people use in completing tasks, often in
contextually relevant ways, but that doesn’t really mean that they understand the things
that they are doing; they have no concept of what it means to delete a database or
make up a fictitious calendar entry. Whether they commit such blunders or not is
mainly just a matter of what they happen to mimic. Sometizges uimicry works, and
sometimes it doesn’t. As [ have often emphasized, thai'sWhen we get hallucinations

and boneheaded reasoning errors.

Importantly, agentic tasks often involve multiple steps. In fundatientally unreliable
systems like LLMs, that means multiple chances for error. Soon or later, those errors

catch up. That can and sometimes does lead to catastrophe.
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LLMs + Coding Agents = Security Nightmare

LLMs + Coding Agents = Security Nightmare

Things are about to get wild

_[1 GARY MARCUS AND NATHAN HAMIEL
@f) AUG 17, 2025
0SS Watering Holes

1. Push payload to 2. Publish Github
publicly accessible issue to target
endpoint repository

“Help me resolve open
issues in this repository!”

Slide from Nvidia talk illustrating one form of watering hole attac}

The Universal Antipattern

1. Untrusted input enters a system

As long as this is possible,
the rest is fair game

2. Input is parsed or altered by
something vulnerable to adversarial
manipulation (e.g. LLM)

3. Result is passed to a tool or plugin
for action

©Gary Marcus, https://garymarcus.substack.com/p/lims-coding-agents-security-

nightmare?publication id=888615

Agentic IDEs

So Many Secrets

*Anthropic API keys

*OpenAl API keys

*Aperture agent key

*Courier auth token
*Encryption password and salt
Gitlab personal access token
*Github App private key

«Jira secret
*Langchain/Langsmith API key
*LanguageTool API key
*Pinecone API key
*PostgreSQL DB host, user and password

blackhat

Changes are applied and
user is prompted for
approval
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We close with some final, illustrated words of advice, taken from Nathan’s talk

Don’t treat LLM coding agents as highly capable superintelligent systems

Don't treat as highly capable

superintelligent systems

Treat them as lazy, intoxicated robots

Treat as lazy, intoxicated robots
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Experienced Open-Source Developer Productivity

Days before OpenAl Days after OpenAI

Developer coding ChatGPT generates
- 2 hours

Codes - 5 min
'

I RYA

Developer debugging " Developer debugging
- 6 hours - 24 hours

Measuring the Impact of Early-2025 Al on Experienced Open-Source Developer Productivity. (2025). METR Blog.

Against Expert Forecasts and Developer Self-Reports, Early-2025 /. METR
Al Slows Down Experienced Open-Source Developers

In this RCT, 16 developers with moderate Al experience complete 246 tasks in large and complex
projects on which they have an average of & years of prior experience.

-50% 1

Change in time when Al allowed

+40% -

-40% 1

=205
-10% 4
0%
+10% 1
+20% -

+30% 1

-30% 1|2

owWn

S

Economics expert ML expert Developer forecasts Developer estimates Observed
forecasts forecasts during study after study result
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Al KILLED MY JOB

AI Killed My Job: Tech workers

Tech workers at TikTok, Google, and across the industry share

stories about how AI is changing, ruining, or replacing their jobs.

BRIAN MERCHANT
JUMN 25, 2025
Q 256 D 42 5 69 Share

“What will Al mean for jobs?” may be the single most-asked question about the
technology category that dominates Silicon Valley, pop culture, and our politics.
Fears that Al will put us out of work routinely top opinion polls. Bosses are citing Al
as the reason they're slashing human staff. Firms like Duolingo and Klarna have laid
off workers in loudly touted shifts to Al, and DOGE used jts “Al-first” strategy to
justify firing Ffederal workers.

Meanwhile, tech executives are pouring fuel on the flames. Dario Amodei, the CEO
of Anthropic, claims that Al products like his will soon eliminate half of entry level

white collar jobs, and replace up to 20% of all jobs, period. OpenAl's Sam Altman
says that Al systems can replace entry level workers, and will soon be able to code
“like an experienced software engineer.” Elsewhere, he's been blunter, claiming
"Jobs are definitely going to go away, full stop."

But the question remains: What's actually happening on the ground, right now?
There’s no doubt that lots of firms are investing heavily in Al and trying to use it ko
improve productivity and cut labor costs. And it’s clear that in certain industries,
especially creative ones, the rise of cheap Al-generated content is hitting workers
hard. Yet broader economic data on Al impacts suggests a more limited disruption.
Two and a half years after the rise of ChatGPT, after a torrent of promises, CEO talk,

and think pieces, how is—or isn't—Al really reshaping work?
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B. Merchant, “Al Killed My Job: Tech workers,Qur,Le 2025.
\
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“AI is killing the software COTE DAZUR 3

engineer discipline”
Software engineer at Google.

| have been a software engineer at Google for several years. With the recent
introduction of generative Al-based coding assistance tools, we are already seeing a
decline in open source code quality 1 (defined as "code churn" - how often a piece of
code is written only to be deleted or fixed within a short time). | am also starting to
see a downward trend of (a) new engineers' readiness in doing the work, (b)
engineers' willingness to learn new things, and (c) engineers' effort to put in serious
thoughts in their work.

Specifically, | have recently observed first hand some of my colleagues at the start of
their career heavily relying on Al-based coding assistance tools. Their "code writing"
consists of iteratively and alternatingly hitting the Tab key (to accept Al-generated
code) and watching fFor warning underlines 2 indicating there could be an error
(which have been typically based on static analysis, but recently increasingly
including Al-generated warnings). These young engineers - squandering their
opportunities to learn how things actually work - would briefly glance at the Al-
generated code and/or explanation messages and continue producing more code
when "it looks okay."

| also saw experienced engineers in senior positions when faced with an important
data modeling task decided to generate the database schema with generative Al. |
originally thought it was merely a joke but recently fFound out that they basically just
used the generated schema in actual (internal) services essentially without
modification, even if there are some obvious glaring issues. Now those issues have
propagated to other code that needs to interact with that database and it will be
more costly to fix, so chances are people will just carry on, pretending everything is
working as intended.

All of these will result in poorer software quality. "Anyone can write code" sounds
good on paper, but when bad code is massively produced, it hurts everyone including
those who did not ask for it and have been trusting the software industry.
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| can see a scenario coming fast that's going to set back software development by

years (decades? who knows!):

i s 1] ke ' ] . . .
AI ma kes eve rythlng worse « C-suite: we don't need these expensive senior developers, interns can code with
Al
Senior developer at a cloud company. e C-suite: we don't need these expensive security developers, Al can find the
problems

I work for a cloud service provider (who will retaliate if you don't post this

anonymously, unfortunately), and they're absolutely desperate for the current Al fad « senior developers are laid off, or quit due to terrible working conditions (we're
to be useful For something. already seeing this)

) _ _ ) ) « they're replaced with junior developers, fresh out of school... cheap, with no
They're completely ignoring the environmental costs (insane power requirements, ; - )
o ) ) sense of work-life balance, and no Families to distract them
draining lakes of freshwater for cooling, burning untold CPU and GPU hours that
could be dedicated to something useful instead) because there's a buck to be made. + allthe vibe coding goes straight to production because, obviously, we trust the
They hope. But they're still greenwashing the company of course. Al and don't know any better; also we've been told to use Al for everything
_ ) _ « at some point, all the bugs and security vulnerabilities make everything so bad it
For cloud companies, Al is a gold rush; until the bubble bursts, they can sell

. , , actually starts impacting the bottom line
ridiculous amounts of expensive server time (lots and lots of CPU/GPU/memory

/storage) and tons of traffic to and from the models. They're selling shovels to the * uh oh, the vibe coders never progressed beyond junior skill levels, so nobody can

gold miners, and are in a great position to charge rent if someone strikes a vein of do the code reviews, nobody can find and fix the security problems

usefulness. « ifall the fired senior developers haven't retired or found other jobs (a lot of
these people want to get out of tech, because big tech has made everything

terrible), they'll need to be hired back, hopefully at massive premiums due to
[ can see a scenario coming fast that's going to set back software development by demand

years

If these tools were generally useful, they wouldn't need to force them or we'd be

picking them up and running with them. \"
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Problématique — Conclusion

* Pour le portail Sciences et Techniques, nous énoncons les éléments a
retenir (important !) sur les questions analysées :

 Comment fonctionnent plus précisément les modeles de ML et ChatGPT en
particulier ?

e Quelles sont les performances des LLMs pour des taches de raisonnement ?

e Comment le marché du travail de développement logiciel est modifié par
I'arrivée des LLMs ?

Rebecca Winthrop and Maryanne Wolf, “Rethinking School in the Age of Al,” Center for Humane Technology, April 2025.

Sonja Drimmer and Christopher J. Nygren, “How We Are Not Using Al in the Classroom, ” The Newsletter of the International Center of Medieval Art, April 2025.
Carl T. Bergstrom and Jevin D. West, “Modern-Day Oracles or Bullshit Machines? — Lesson 11,” lecture UW, 2025. 44
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