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Plan du module
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Chapitre Titre Contenu Date 
d’ouverture

Date QCM

1 Rappel : IA sous le 
capot

• Choix humains et principes de fonctionnement
• Faiblesses de la technologie
• Impacts sociétaux et environnementaux

2 Qu’est-ce qui est 
porté par le terme 
IA ?

• Objectifs et croyances
• Modes de production

• QCM 1 
noté

3-7/11

3 Est-ce que ça peut 
ou ça doit lire, 
écrire, penser pour 
moi?

• Calculatrice, puis LLM : devez-vous encore faire l’effort 
d’écrire ? D’écrire quoi pour quoi faire ?

• Quelle place des LLM dans le développement de notre 
pensée ?

• Est-ce que ces réponses dépendent de notre discipline ?

4 Et pour ma 
discipline ?

• Quelles avancées pour ma discipline ?
• Quels nouveaux problèmes pour ma discipline ?

• QCM 2 
noté

8-12/12



Problématique

• Pour le portail Sciences et Techniques, nous allons donner dans ce 
chapiter des éléments sur les questions :
• Comment fonctionnent plus précisément les modèles de ML et ChatGPT en 

particulier ?

• Quelles sont les performances des LLMs pour des tâches de raisonnement ?

• Comment le marché du travail de développement logiciel est modifié par 
l’arrivée des LLMs ?
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Plan

1. Formalisation du principe de l’apprentissage machine et des 
réseaux de neurones artificiels

2. Un peu plus de précisions sur ChatGPT

3. Eléments sur les LLMs pour les tâches de raisonnement

4. Eléments sur le marché du travail de la programmation



Tâche : reconnaître des chiffres manuscrits

• Données : scans de code postaux d’enveloppes

• Difficulté :
• Il n'est pas possible d'énumérer tous les motifs possibles correspondant à un 

seul chiffre (épaisseur, inclinaison, etc.).

→ Une approche de ML va permettre de ne pas faire d’hypothèse sur les motifs 
à détecter pour créer la fonction modèle

Entrée x Sortie y
Modèle de ML

y = fθ(x)

image Chiffre représenté



Un réseau de neurones artificiels

• On peut détecter un motif
• par une fonction très simple, appelée neurone 

artificiel

• et basé sur une simple moyenne pondérée

• Rappelons-nous l’idée d’avoir des petites 
fonctions :
• Pour détecter des motifs simples

• Pour détecter des motifs complexes en 
composant les détections de motifs simples

→ Ceci est un réseau de neurones artificiels
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Alors comment trouver les 
paramètres de toutes les 
fonctions neurones artificiels
• Rappel : les paramètres

• Comment ne pas les déterminer à la main ?
→On se base sur des données d’exemple : 

• Pour les images de chiffres à reconnaître : 
Un jeu de données est constitué des images 
et de leurs étiquettes (le chiffre 
correspondant), annotées par des humains.

• On utilise les données d’exemples, paires 
(x,y), pour trouver les paramètres de tous 
les neurones :
• c’est l’entraînement

© 3Blue1Brown



Comment entrainer : comparer les sorties du 
modèle à la sortie désirée
• Avec les labels de vérité terrain

→ Calculer le coût/erreur totale pour 
chaque exemple d’entrainement

• Puis:
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Entraînement : Descente de dérivée/gradient sur la 
fonction de coût (erreur)
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Entraînement : Adapter les poids

• Pour aller plus loin : formule de la rétro-propagation et descente de gradient stochastique
• https://www.youtube.com/watch?v=Ilg3gGewQ5U
• https://www.youtube.com/watch?v=tIeHLnjs5U8
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Un nouveau type de RNA : Convolutional 
Neural Networks (CNN) – Deep Learning
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• Moins de paramètres pour mieux décrire les motifs visuels
• Grâce notamment à l’invariance par translation

Taken from D2lAIMotifs à apprendre

https://d2l.ai/chapter_convolutional-neural-networks/lenet.html#lenet


Tâches de vision : du ML au Deep Learning
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• Mise en contexte : avant on pré-déterminait les motifs qui nous 
paraissaient importants, et on décrivait les données ainsi, pour 
seulement les séparer en classes avec de l’apprentissage

• Les réseaux de neurones convolutionnels (CNN, combiné à la 
descente de gradient, à la puissance de calcul et à la quantité de 
données) permettent à présent de trouver des représentations 
pertinentes pour classer les données dans les catégories souhaitées

→Apprentissage de représentation grâce au Deep Learning

→Mais... ces motifs sont identifiés par des corrélations/associations 
dans les données...
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Comment trouver les nombres représentant le sens d’un mot ?
La stratégie choisie autour de 2015 ?
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Entrée x Sortie y

Les
élèves

ouvrent
leurs

Modèle d’IA

y = fθ(x)
y1

y2

y3

y4

0.03
0.75
0.01

0

probabilité 
d’un chat

exemple

d’un chien

d’une voiture

d’une personne

Choix de se baser sur J. R. Firth 1957 : le sens d’un mot 
est donné par son contexte
→ Si on connait les mots entourant un autre mot, on 
devrait donc pouvoir retrouver ce mot
→ Choix très simplificateur 
→ mais très pratique pour utiliser le ML pour trouver 

les nombres représentant les mots : créer une 
fonction qui va transformer les mots en nombre 
pour retrouver un mot à partir de ses voisin :

Stratégie délibérée et simplificatrice :
retrouver le mot à partir de son contexte

pour arriver à concevoir un modèle de ML qui 
reproduit les statistiques de co-occurrences 
telles que présentes dans les textes d’entraînement

[.......]
[.......]
[.......]
[.......]

0.03
0.01

0
.
.
.
.
.
.
.
.
.
.
.
0

à
abbé

zygote

 fθ(mot5) =
 Proba(mot5 | mot1,mot2,mot3,mot4)



Les élèves ouvrent leurs _____
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Prédiction de 
probabité

fpμ ()

tiroir

a zygote

cahier

Les élèves ouvrent leurs

four
coeur

Au cœur des LLM : les 
réseaux Transformers
fpμ(frθ(texte)) tiroirs

fours

cahiers

coeurs

Reproduction de motifs de corrélation 
existants → Automatisation des biais

Beaucoup de données → Travail humain

Beaucoup de calculs → Environnement



Récap : l’apprentissage de représentation à 
venir : les réseaux Transformer
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• On flexibilise les motifs recherchés encore plus : ils peuvent dépendre des 
mots ou pixels voisins !

• Le mot i est représenté par une recombinaison de (diverses 
représentations de) ses mots voisins, dont les facteurs varient eux-mêmes 
en fonction des mots voisins (pas comme avant).

(Multi-head self attention) permet 
des motifs/noyaux définis sur de 

grande fenêtres et spécifiques aux 
données

Mais lourd en calcul en test aussi, pas 
que en entraînement comme avant !

A. Vaswani et al.. Attention is all you need. NeurIPS 2017.



ChatGPT : ce qu’on connaît du 
fonctionnement

17

• Architecture : Transformers

• Paramètres et données croissantes :

[1] A. Vaswani et al., “Attention Is All You Need.”, Neural Information Processing System, 2017.
https://towardsdatascience.com/how-chatgpt-works-the-models-behind-the-bot-1ce5fca96286
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Decoder (GPT) → Instructions (Instruct GPT)

1. Nous savons maintenant que le pré-entraînement d’un LLM implique une procédure 
d’entrainement où il apprend à générer un mot à la fois.
Le LLM pré-entraîné qui en résulte est capable de compléter du texte, ce qui signifie 
qu’il peut terminer des phrases ou écrire des paragraphes de texte à partir d’un 
fragment en entrée.

2. Cependant, les LLM pré-entraînés ont souvent du mal avec des instructions 
spécifiques, telles que « Corrigez la grammaire de ce texte » ou « Convertissez ce 
texte en voix passive ».
Nous allons donc nous concentrer sur l’amélioration de la capacité du LLM à suivre 
de telles instructions et à générer une réponse souhaitée.

18
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Exemples d’instructions traitées par un LLM pour 
générer les réponses souhaitées

19
©F. Precioso



ChatGPT : ce qu’on connaît du 
fonctionnement (à partir de InstructGPT)

54
https://towardsdatascience.com/how-chatgpt-works-the-models-behind-the-bot-1ce5fca96286 

SFT (Supervised Fine Tuning) model
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ChatGPT : ce qu’on connaît du 
fonctionnement

60
https://blog.bytebytego.com/p/ep-44-how-does-chatgpt-work 

• Sans oublier beaucoup de contrôle du 
contenu :
o Modèle spécifique développé avec travail 

d’annotation spécifique

o Enquête du Time montre pratiques 
d’exploitation humaine
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Techniques de Prompt Engineering

• Notions de base
• Jeux de rôle
• Raffinage itératif
• Boucles de rétroaction (dialogue)

• Avancé
• Zero-shot invite
• Few-shot invite / apprentissage-en-contexte
• Chaîne de pensée (CoT)

• Et tant d’autres techniques...
• Encourager l’introspection
• Incitation à un stimulus directionnel
• Arbre de pensée (version structurée de la chaîne de pensée)
• Incitation basée sur la complexité
• Incitation à la production de connaissances…
• Incitation la plus faible à la plus forte
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• LLMs we explored currently fail 
to achieve the same levels of 
visualization literacy when 
compared to data from the 
general public reported in VLAT, 
and LLMs heavily relied on their 
pre-existing knowledge to 
answer questions instead of 
utilizing the information 
provided by the visualization 
when answering questions.
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Mais reproduire les co-occurrences de mots a 
ses limites

28
R. T. McCoy et al., “Embers of autoregression show how large language models are shaped by the problem they are trained 
to solve,” Proc. Natl. Acad. Sci. U.S.A., vol. 121, no. 41, Oct. 2024.

https://www.pnas.org/doi/10.1073/pnas.2322420121
https://www.pnas.org/doi/10.1073/pnas.2322420121


Mais reproduire les co-occurrences de mots a 
ses limites

• Les LLM sont moins performants pour les tâches 
rares que pour les tâches courantes

• Performances très variables d'une instanciation à 
l'autre de la même question.

→ Prudence si on veut les utiliser pour des tâches 
qui sont rares dans les données d’entraînement
→ Limites importantes de la capacité des LLM à 

effectuer un véritable raisonnement 
mathématique

29
I. Mirzadeh et al., “GSM-Symbolic: Understanding the Limitations of Mathematical Reasoning in Large Language Models,” 
ICLR, 2025.

http://arxiv.org/abs/2410.05229
http://arxiv.org/abs/2410.05229
http://arxiv.org/abs/2410.05229


• Grâce à des expérimentations poussées sur 
divers casse-tête, nous montrons que les 
LRM frontières sont confrontés à un 
effondrement complet de leur exactitude 
au-delà de certaines complexités.

• Nous avons constaté que les LRM 
présentent des limites en matière de calcul 
exact : ils n'utilisent pas d'algorithmes 
explicites et raisonnent de manière 
incohérente d'une énigme à l'autre.

• Nous examinons également plus en détail 
les traces de raisonnement, en étudiant les 
schémas des solutions explorées et en 
analysant le comportement calculatoire des 
modèles, mettant en lumière leurs points 
forts et leurs limites, et soulevant ainsi des 
questions cruciales sur leurs véritables 
capacités de raisonnement.

©Gary Marcus, https://garymarcus.substack.com/p/a-
knockout-blow-for-llms?publication_id=888615 
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• Il n’y a qu’une faible corrélation entre l’exactitude de la 
trace (prise comme “raisonnement”) et l’exactitude du 
résultat final.

• Pire, entrainer des modèles sur des traces de 
raisonnement fausses améliore leur performance sur le 
résultat final.

• Étant donné que ces traces peuvent n’avoir aucun sens, 
les faire délibérément apparaître comme du 
raisonnement humain est dangereux. En fin de compte, 
les LRM sont censés fournir des solutions que les 
utilisateurices ne connaissent pas déjà (et qu’iels ne sont 
peut-être même pas capables de vérifier directement). 
Encourager à voir ces traces de supposé raisonnement, 
dont seulement le style est plausible, comme motif de 
confiance semble bien malavisé !

• Après tout, la dernière chose que nous voulons faire est 
de concevoir des systèmes d’IA qui sont juste puissants 
pour exploiter nos failles congnitives en nous convaincant 
de la validité de réponses incorrectes.



• We show that verbalised chains are frequently 
unfaithful, diverging from the true hidden 
computations that drive a model’s predictions, 
and giving an incorrect picture of how models 
arrive at conclusions.

• Despite this, CoT is increasingly relied upon in 
high-stakes domains such as medicine, law, and 
autonomous systems—our analysis of 1,000 
recent CoT-centric papers finds that ~25% 
explicitly treat CoT as an interpretability 
technique—and among them, papers in high-
stakes domains specifically hinge on such 
interpretability claim heavily.

• Proposal: develop causal validation methods 
(e.g., activation patching, counterfactual 
interventions, verifier models) to ground 
explanations in model internals.

33



• Nos résultats révèlent que le raisonnement Chain of Thought (CoT – prompt 
« pense étape par étape) fonctionne efficacement lorsqu'il est appliqué à des 
données similaires (d’à peu près la même distribution statistique que les 
données d’entraînement), mais devient fragile et sujet à l'échec même en cas 
de changements de distribution modérés. Dans certains cas, les LLM génèrent 
des étapes de raisonnement fluides, mais logiquement incohérentes. Les 
résultats suggèrent que ce qui semble être un raisonnement structuré peut 
être un mirage, émergeant de motifs mémorisés ou interpolés dans les 
données d'apprentissage plutôt que d'une inférence logique.

• Ces résultats suggèrent que les LLM ne sont pas des raisonneurs mais plutôt 
des simulateurs sophistiqués de textes ressemblant à du raisonnement.

• Pour les usagères et usagers, nos résultats soulignent le risque de s'appuyer 
sur le CoT comme solution clé en main pour les tâches de raisonnement et 
mettent en garde contre toute assimilation des résultats de type CoT à la 
pensée humaine. 

• Pour les chercheuses et chercheurs, ces résultats soulignent le défi non résolu 
de parvenir à un raisonnement à la fois fiable et généralisable, d'où la 
nécessité de développer des modèles capables d'aller au-delà de la 
reconnaissance de formes superficielle pour démontrer une compétence 
inférentielle plus approfondie.



Plan

1. Formalisation du principe de l’apprentissage machine et des 
réseaux de neurones artificiels

2. Un peu plus de précisions sur ChatGPT

3. Eléments sur les LLMs pour les tâches de raisonnement

4. Eléments sur le marché du travail de la programmation
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Les agents IA ont, jusqu'à présent, été pour la 
plupart un échec

©Gary Marcus, AI Agents have, so far, mostly been a dud,
https://garymarcus.substack.com/p/ai-agents-have-so-far-mostly-been?publication_id=888615 
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LLMs + Coding Agents = Security Nightmare
©Gary Marcus, https://garymarcus.substack.com/p/llms-coding-agents-security-
nightmare?publication_id=888615
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Measuring the Impact of Early-2025 AI on 
Experienced Open-Source Developer Productivity

40Measuring the Impact of Early-2025 AI on Experienced Open-Source Developer Productivity. (2025). METR Blog. 

© D. Bisset
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Problématique – Conclusion 

• Pour le portail Sciences et Techniques, nous énonçons les éléments à 
retenir (important !) sur les questions analysées :
• Comment fonctionnent plus précisément les modèles de ML et ChatGPT en

particulier ?

• Quelles sont les performances des LLMs pour des tâches de raisonnement ?

• Comment le marché du travail de développement logiciel est modifié par 
l’arrivée des LLMs ?
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