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ABSTRACT

Streaming Virtual Reality (VR), even under the mere form of 360◦

videos, is much more complex than for regular videos because to
lower the required rates, the transmission decisions must take the
user’s head position into account. Theway the user exploits her/his
freedom is therefore crucial for the network load. In turn, the way
the user moves depends on the video content itself. VR is how-
ever a whole new medium, for which the �lm-making language
does not exist yet, its “grammar” only being invented. We present
a strongly inter-disciplinary approach to improve the streaming
of 360◦ videos: designing high-level content manipulations (�lm
editing) to limit and even control the user’s motion in order to con-
sume less bandwidth while maintaining the user’s experience. We
build an MPEG DASH-SRD player for Android and the Samsung
Gear VR, featuring FoV-based quality decision and a replacement
strategy to allow the tiles’ bu�ers to build up while keeping their
state up-to-date with the current FoV as much as bandwidth al-
lows. The editing strategies we design have been integrated within
the player, and the streaming module has been extended to bene�t
from the editing. Two sets of user experiments enabled to show
that editing indeed impacts head velocity (reduction of up to 30%),
consumed bandwidth (reduction of up to 25%) and subjective as-
sessment. User’s attention driving tools from other communities
can hence be designed in order to improve streaming. We believe
this innovative work opens up the path to a whole new �eld of
possibilities in de�ning degrees of freedom to be wielded for VR
streaming optimization.
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1 INTRODUCTION

Virtual Reality (VR) has taken o� in the last two years thanks to the
democratizationof a�ordableHead-MountedDisplays (HMDs). Ac-
cording to [11], 12.4 million more HMD sales are forecast by the
end of 2018, steadily increasing to a yearly 40-million in 2022, and
VR/AR (Augmented Reality) tra�c will increase 20-fold by 2021
[8]. In this article, the type of VR we focus on are 360◦ videos (shot
with an omnidirectional camera). Two main hurdles are however
currently in the way of the full rise of 360◦ videos. The �rst one
is the ability to stream these videos, the second is the design and
creation of these videos for best user’s experience.

The streaming delivery over the Internet is a true challenge be-
cause the bit rates entailed by 360◦ videos (even H.265-compressed)
are much higher than for conventional videos (about 28Mbps [3, 19,
35] with limited quality, up to 5.2 Gbps for an artifact-free VR expe-
rience with sight only [4]). Such required bandwidth lead to o�er
the download option to avoid interruptions and low de�nitions.
To cope with the discrepancy between the required video rate for
best quality and the available network bandwidth, a simple princi-
ple is to send the non-visible part of the sphere with lower quality
[10, 33] (see Fig. 1). The question is then how to allocate the band-
width resource by choosing which quality to send for each region
of the sphere. The quality decisions must strive to maintain a high-
quality in the user’s Field of View (FoV). However, a main com-
ponent which has allowed streaming of good-quality videos over
the best-e�ort Internet has been the playback bu�er at the client.
This bu�er allows to absorb the bandwidth variations and prevents
playback interruptions if the network drop is not too long. For 360◦

videos as well, this feature is crucial for streaming. An important
problem is then how to reconcile the contradictory strategies of
allowing the client to bu�er several seconds of video to absorb the
network instability, while at the same time keeping the qualities of
the bu�ered segments for each region up-to-date with the moving
user’s FoV. Existing strategies to tackle this problem are (i) keep-
ing the bu�ers short (e.g., 1 second [10]), with or without (ii) gaze
prediction [21, 23, 25], while (iii) allowing bu�ers to build up re-
quires to enable replacements to maintain freshness w.r.t. the FoV
[47]. In the 2017 Facebook technical conference [21], the combina-
tion of gaze prediction and segment replacements has been brie�y
presented in slides, and is planned to be introduced in the FB360
delivery service by 2018. While 360◦ videos are heavier to give the
user the ability to move, the amount of replacements directly de-
pends on the quantity of motion, and incurs bandwidth overhead.
The way the user exploits her/his freedom is therefore crucial for
the network load.

In turn, the way the user moves depends on the content itself,
and varies widely. As shared by the former �lm director of the Arte
TV channel in [40], “Two di�erent watching behaviors seem to
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emerge: either a spectator will be focused on one particular thing
[...] or he/she will fall victim to the FOMO (fear of missing out)
e�ect, and that’s very big in VR, looking everywhere and focus-
ing on nothing.” VR is a whole new medium whose immersive ca-
pacity provides an unprecedented feeling of presence in the scene.
VR therefore makes for a powerful instrument in a broad range of
goals and genres (documentaries, storytelling, journalism, etc.). VR
�lmmaking is still a much unexplored domain, wide open for inno-
vation as presented in [6]. The cinematic language for VR does
not exist yet, “its grammar only being invented” [6, 45]. In the
present work, we introduce high-level manipulations of the con-
tent, and speci�cally focus on editing which is, e.g., transition from
one sequence-shot scene to the next. Editing is important for the
user’s experience, not to feel thrown o� balance when entering a
new scene (environment) [6], triggering discomfort and fast head
motion.

In this article, we take a strongly inter-disciplinary approach to
devise editing strategies for 360◦ videos, and investigate their im-
pact on streaming performance both for network-level metrics and
user-level metrics. Our approach is therefore at the crossroads of
networking, Human Computer Interfaces (HCI) and cinema. Our
proof-of-concept proves that high-level content manipulations in-
deed impact the streaming performance.
Contributions:
•We create a complete testbed implementing an advanced stream-
ing strategy composed ofMPEGDASH-SRD tiled formatwith bu�er-
ing, replacements and FoV-based quality decision for the Samsung
Gear VR on Android.
•We design editing strategies aimed at reducing the user’s motion,
hence the consumed bandwidth, and potentially increase their Qual-
ity of Experience (QoE). We incorporate the editing within our
streaming application, so as to make the streaming process ben-
e�t from the editing (in particular, from the knowledge of future
head position).
•We carry out two rounds of User Experiments (UX) to compare
the streamingwith di�erent editings in terms of headmotion, band-
width and subjective users’ assessment. We perform hypothesis
testing and show that simple editing strategies can reduce head
motion (mean velocity) by 30%, consumed bandwidth by 25%while
maintaining high quality in the FoV.
Our testbed, obtained dataset and contents are made available and
described in App. A.

Our approach considers neither (FoV-based) encoding nor mo-
tion prediction, but instead high-level content manipulations to
limit or control the user’s head motion. It is therefore entirely com-
plementary and compatible with the former.

Thanks to an inter-disciplinary approach, we uncover a whole
new �eld of possibilities in de�ning degrees of freedom to bewielded
in optimizations of VR streaming. We believe the proof-of-concept
presented in this paper can open up the path to important improve-
ments in the online distribution of VR.

Sec. 2 positions ourworkwith respect to existing relevant works.
Sec. 3 presents the design of the editing strategies. Sec. 4 details the
testbed we produced. Sec. 5 details the design of the UX, while Sec.

6 shows and explains the results. Sec. 7 provides a discussion on
the impact of the approach, and Sec. 8 concludes the article.

Figure 1: A tiled 360◦ scene (equirectangular projection) and

a tile encoded into two di�erent qualities.

2 RELATED WORKS

We structure this section as follows. First, we present the general
trends to lower the required bandwidth, by making transmission
decisions based on the FoV (tiling, viewport-based encoding). As
the e�cacy of these solutions rely on the knowledge of the future
FoV, we then overview current proposals for FoV prediction. Our
approach to consider motion is di�erent and complementary: in-
stead of predicting, we seek to control the motion, to limit the ran-
domness and exploit the a priori knowledge for the streaming de-
cisions. Finally we review approaches to drive user’s attention.

Two approaches allow to consider spatially-heterogeneous en-
coding, whose goal is to save bandwidth by sending in higher qual-
ity regions in the current FoV, and those outside the FoV with de-
graded quality. The Spatial Relationship Description (SRD) exten-
sion to theMPEGDASH standard considers the 360◦ video asmade
of independent objects over time (segments) and space (tiles) [33].
It splits the sphere into pre-de�ned tiles and encodes them into pre-
de�ned qualities (see Fig. 1). Tiling however reduces compression
e�ciency, which has been addressed in [46]. It also entails numer-
ous HTTP requests, addressed in [36, 37] by considering HTTP/2.
To keep fresh w.r.t. to the current FoV, the bu�ers are usually kept
shallow (e.g., [10]). This is addressed in [44] where layered video
coding is employed to improve quality in the FoVwhen bandwidth
allows. This is the approach we have considered with replacement
instead, in order to keep H.264/AVC encoding. Alternatively to
tiling, regional projection-based representations are designed in
[10, 20, 47]. The sphere is split into regions projected onto cubes
(or pyramids), the central view is optimally sampled and the sur-
rounding pixels are sub-sampled. The resulting spherical content
is therefore sent as a single entity in each segment. For example
Oculus uses the O�set cubic projection, considering 22 o�set cube
orientations and 4 quality levels, hence generating 88 versions of
each video, with 1s-long segments [47]. It is also shown that a bet-
ter quality than equirectangular projection can be achieved with
less than 50% of the pixels, but only if the discrepancy between the
actual FoV center and the selected orientation is maintained un-
der 40◦ by the adaptation algorithm. Oculus makes its own MPEG
DASH extension to support this content shaping. The adaptation
logic is conservative to avoid stalls, and fetches low quality seg-
ments upon FoV change. It is also emphasized that user head move-
ments a�ect the number of wasted segments, and heavily depend
on the video beingwatched. The high storage costs incurred by this



approach have been tackled in [9]. To remedy the storage problem,
transcoding can be used [2, 39]. In [2] in particular, full transcod-
ing of the requested viewports for each user is designed to improve
the perceived quality. Tiles in 4K and 1080p resolutions are com-
bined so that the transcoding is real-time. To experiment editing,
we needed a sound yet simple enough testbed. For this reason, we
opted for MPEGDASH-SRD with H.264/AVC. Also, the vast major-
ity of above works have been published after we made the testbed,
in the �rst semester of 2017.

All the above approaches require to know the future FoV po-
sition to work at their best. Saliency maps are computer vision
tools to predict the probability that each region attracts the human
gaze (see, e.g., [12]). Leveraging this concept to predict the future
FoV position, some recent works have in particular employed deep
learning approaches. In [23], Long Short Term Memory (LSTM)
networks are used to predict the future orientation and tiles in the
FoV. In [20], based on a map extracted from the Facebook users’
data, a so-called gravitational model is assumed to predict the next
position from the current trajectory, speed, and attractors known
from the heat map.

On the other hand, the human attention is to be at the center
of the media experience. For example, it has been highlighted in
[30] that the in�uence of binocular depth cue on visual attention
in 3D-TV is highly dependent on the content itself and not only on
the presence or strength of the stereoscopic disparity. It is also a
crucial aspect for the VR experience, which is starting to be investi-
gated. In [18], a vibrotactile HMD is introduced. Electromechanical
tactors on the fronthead are instrumented to allow a natural, pre-
cise and rapid localization of the target in an immersive VR setup.
The autopilot feature of the 360�y 4K 360◦ camera allows to auto-
matically pan to the area of footage that has the highest degree of
motion [1], but is hence destined to viewing outside a headset.

In [7], a plan of future work lists two methods to shift the user’s
gaze to the required region, for collaborative narrative tasks in VR.
One technique envisioned is the introduction of a �re�y in the FoV
�ying in the direction of the pre-set target region, until the user
moves his head. The second is rotating the sphere to reposition the
user, inspiring from�lm techniques but expected to be disorienting
for the user. This is hence the idea the closest to ours, but not aimed
at streaming, nor carried out yet. As detailed in the next section,
we choose other types of editing for a cinematic setup, which were
devised from both recent knowledge gained in VR gaming, and �lm
editing.

Film editing consists in selecting shots from the raw footage
and assembling them (see Fig. 2). As �lm director Preston Sturges
stated, “There is a law of natural cutting and [...] this replicates
what an audience in a legitimate theater does for itself”, that is
make appear on the screen what the viewer would watch in the
real-world, so that the cut is not perceived by the viewer [43].
Editing is by construction a main tool to control the user’s atten-
tion. Several types of editing exist [5]. Speci�cally, Match on action
consists in interrupting and resuming a motion, and has inspired
Match on attention for VR presented in [6], which we consider
as our �rst strategy whose impact on streaming is tested. From
circa 2006, editing has entered the so-called “post-classical” phase,
where the Average Shot Length (ASL) has drastically decreased,

dropping from 8-11s in the 1930’s to 3-4s today [13]. It is in partic-
ular aimed at changing scene fast (for example from a room to a
car) without showing the intermediate steps and letting the brain
�ll in. In this article, this is what we leverage to control motion
while avoiding sickness. Fast cutting was �rst aimed at young gen-
erations (also called “MTV” editing) and �rst used in major action
movies. It then got generalized and is now widely used (TV shows,
series, etc.) so that the general population is used to get their atten-
tion led and maintained by fast cuts. Avoiding cuts in VR cinema
(see, e.g., [38]) may therefore entail boredom and trigger scene ex-
ploration in search of action, hence moremotion. Sec. 3 details how
we leverage �lm editing to design simple yet new editing strategies
to prove that editing impacts streaming performance.

3 DESIGN OF VR EDITING TO EASE
STREAMING

We �rst present the background on content semantics for editing.
We then introduce the concept of editing and the tool used. Finally
we present the editing designs we make for our proof-of-concept.

3.1 The concept of region of interest

An image ismade of di�erent zoneswhich can beweak or strong at-
tractors for human attention. The latter are called Regions of Inter-
est (RoI), or salient points (see, e.g., Fig. 3). High-saliency regions
are characterized by both (i) low-level features (related to the pri-
mary human visual system) and (ii) high-level features (related to
the semantics) (see, e.g., [12]). Examples of (i) include high con-
trast, motion, small depth (in the foreground), and (ii) can be other
human faces, talking faces compared with non-talking faces, cars,
animals. The user’s motion being heavily driven by the so-de�ned
salient regions, it is therefore crucial to take them into account in
our editing design so as to limit the head motion.

3.2 The concept of editing

The editing material in legacy video and VR is sequence-shots. As
depicted in Fig. 2, editing in legacy videos is cropping and sort-
ing linearly the shots over time. The concept of editing in VR has
been introduced by the Google principal �lmmaker in May 2016
[6]. In VR, a 360◦ sequence-shot can be represented as a circular
color stripe; the radial axis is the time. Editing consists not only in
sorting the stripes (shots) in time, but also in rotating them around
each other to control where the viewer arrives in the next scene,
depending on her point of view in the previous scene (see Fig. 3).
Controlling such transitions between the scenes means to control
how the user feels teleported from one world to the other, and is
hence central for QoE and motion limitation.

Figure 2: Editing legacy videos: arranging scenes over time.

To implement the editing strategies presented next, we useAdobe
Premiere Pro, a timeline-based video editing software. It supports
the editing of 360◦ contents. We employ features such as scene cut,



Figure 3: Left: Region of Interest (RoI). Right: 360◦ scenes

over time, black (white) dot is RoI at the beginning (end) of

the scene.

arrangement, and rotation. The o�set �lter tool enables in partic-
ular to change the rotation of the scene around the user. Example
of the e�ect of di�erent �lter values are provided in Fig. 4.

Figure 4: E�ect of di�erent values for the o�set �lter.

3.3 Static editing

The �rst strategy we introduce is dubbed “Match on attention” in
[6] where it has been sketched. We start from the knowledge that,
when presented with a new image, the human gaze goes through
an exploratoryphase scanning fast the environment before settling
on a RoI [12]. The hypothesis wemake (which turns out reasonable,
see Sec. 6.1) is that the same phenomenon occurs when entering a
new scene in 360, where rapid head motions are likely if the user
had to move to �nd another RoI. To prevent that, our strategy is to
align, as much as possible, the RoIs between the successive scenes.
The principle is depicted in Fig. 5. Doing so, if a user is facing a
RoI at the end of a scene (which we consider likely because it is a
salient region by de�nition), then he will face another RoI in the
next scene, and hence will be less likely to move fast to reposition
in the initial gaze exploratory phase. The adjective static re�ects
the fact that the editing is made at video creation time (the video
�le needs to be regenerated if one wants to change the editing).

We emphasize that our goal is to prove the concept that edit-
ing can impact head motion and consumed bandwidth. To do so,
we implement instances of our approach on two speci�c contents.
The problems of how to de�ne more precisely RoI matching (same
depth, type of sound, etc.), how to prioritize which RoI to pair and
match (when there is more than one RoI in a scene), how to autom-
atize the matching, are out of the scope of this article.

3.4 Dynamic editing

As aforementioned, fast-cutting consists in assembling shots of
short durations (e.g., 3.5s on average [13]) one after another to

Figure 5: Left: RoI positions are not systematically aligned.

Right: RoI are aligned (static editing).

maintain the user’s attention. So far in 360◦ video creation, an en-
tire scene (or even episode [38]) can be made of a single shot with-
out any cut, in order not to disturb the user, who is much more sen-
sitive to video manipulation in VR. Other contents (e.g., [32]) have
only slow cuts corresponding to new camera positions. Researches
in Human Computer Interfaces (HCI), and speci�cally virtual HCI,
are identifying a number of guidelines in creation of applications
for HMDs [41]. Moving the 360◦ camera is indeed tricky, and a pri-
ori constrains main cinematographic techniques such as traveling
[45]. However, it has been shown that linear and constant-speed
motion is tolerated by the ear-vision system, as well as so-called
snap-changes [22], which are fast-cuts in a 360◦ scene to allow
moving in the scene while skipping any non-linear motion that
would create sickness when the user does not move, and letting
the brain just “�ll in the blanks” without the vestibular system be-
ing involved.

We leverage the above components to drive the user’s attention
(e.g., making him focus on chosen parts of a commercial or assist-
ing in following a story, as decided by the creator) while improving
user’s perception by feeling less motion sickness, having to move
less, and feeling more immersed by not missing major events in
the 360◦ scene. We hence introduce the second editing strategy
that we dub “dynamic editing” because it consists in repositioning,
at runtime and when needed, the user in front of a certain region
of interest, by rotating the sphere in a snap. On one hand, the user
will undergo these repositionings, but we posit that, if done based
on the scene content, they can go mostly unnoticed. On the other
hand, by taking some freedom o� of the user, we remove the gaze
uncertainty by the same amount, the decision of which quality to
fetch based on future gaze position are hence made exact, thereby
lowering the amount of required replacements. The streaming ap-
plication therefore needs to be upgraded to consider the presence
of the forthcoming snap-changes and hence exploit the advantages
of editing.

Implementation of snap-changes. First, the time positions of the
snap-changes are chosen along the video (by hand for our proof-
of-concept). For each snap-change, the angular position of the de-
sired video sector to be shown in front of the user is found by su-
perimposing a millimetric paper onto the projection of the 360◦

video in Adobe Premiere. Fig. 6 provides an example: the chosen
sector is centered around the white truck whose angular position
is −90◦. For each snap-change, the angular value speci�es by how
many degrees the sphere should be rotated in order to have the
desired part of the video in the FoV. The last information needed



Figure 6: Identi�cation of the targeted RoI angular position

for snap-change construction.

for a snap-change are the indexes of the tiles overlapping the de-
sired video sector, so as to use this knowledge in the fetching pro-
cess (described in Sec. 4.2.5). These three pieces of information are
gathered into an XML tag (example from Fig. 6 continued):

<?xml version="1.0"?>

<snapchange>

<milliseconds>25000</milliseconds>

<roiDegrees>-90</roiDegrees>

<foVTile>1,2,4,5</foVTile>

</snapchange>

All the tags are chronologically sorted into an XML �le which is
used by the client application to dynamically edit the content. Fol-
lowing the “30 Degree Rule” which states that the shift in camera
angle between two shots of the same subject must exceed 30◦ [31],
we check 100ms before the time of the snap-change if the di�er-
ence between the current position and the snap-change angle is
lower than 30◦. If so, the snap-change is not triggered. Otherwise,
it is and the sphere is rotated by the angular di�erence in a snap,
to make the user face the desired video sector.

4 VR STREAMING TESTBED: TOUCAN-VR

We present the main components of our testbed implementing an
advanced streaming strategy composed of MPEG DASH-SRD tiled
format with bu�ering, replacements and FoV-based quality deci-
sion for the Samsung Gear VR on Android. Source codes and usage
guidelines are provided in App. A.

4.1 Preliminary components

Formatting the VR content for DASH-SRD. We start from a stan-
dard MP4 �le containing an equirectangular projection of the cam-
era’s surrounding environment. Content must be split in space
with tiling and in time to obtain segments. First, the transcoding

phase creates several versions of the video which di�er in resolu-
tion and/or bit rate. Then tiling is performed on each version. FFm-
peg [24] is used for both these phases. Finally MP4Box [27], a tool
from the GPAC library, is used for the segmentation phase, which
splits each tile into segments, and produces the �nal DASH-SRD
described content (with proper manifest �le). The creation work-
�ow is available as a Java script.

Virtual network. : The network is made of a Virtual Machine
(VM) acting as an Apache HTTP web server, a VM dedicated to

control the delay and bandwidth using the tc command. The latter
serves as a gateway to theWiFi hotspot active on the host machine,
so that the smartphone client connects to the virtual network using
itsWiFi interface. TheDASH SRD-described contents are stored on
the HTTP web server.

Parametrizer application. : The client consists of two distinct
applications: Parametrizer lets tune the network parameters and
preferences of the TOUCAN-VR, which is in charge of all the main
VR functionalities. For the present work, we must be able to tune
these parameters without modifying and recompiling each time
the source code. The Parametrizer app (shown in Fig. 7) allows
the following choices: video to be played; maximum bu�er size
(maximum video duration the video player can attempt to bu�er);
minimum bu�er size (minimum video duration under which the
video player starts again to bu�er); minimum bu�er size to launch
playback; minimum bu�er size to resume playback after a stall.We
specify that these parameters are applied to each tile’s bu�er. The
application also allows to enable or disable each one of the logging
processes (see Sec. 4.2.4) and provides information about the tiling
scheme adopted for the content.

Figure 7: The Parametrizer application and the welcome

screen.

4.2 TOUCAN-VR application

Video playback, streaming strategy, and logging system are under
the control of the TOUCAN-VR application. It is an Android appli-
cation that uses the Gear VR framework [42] provided by Samsung
to build and show VR scenes. We use a Samsung Galaxy S7 Edge
coupled with a Samsung Gear VR headset.

4.2.1 DASH-SRD media player. DASH-SRD-ready video play-
ers are not common yet: most of them are web players written
in Javascript, and are not suitable for Android and the Gear VR
framework. GPAC-Osmo4 [28] is a highly con�gurablemultimedia
player, implementing most of the existing delivery protocols, in-
cludingDASH-SRD, and ismulti-platform. In particular, Android is
supported.However, Osmo4 presented some insurmountable prob-
lems: the playback of tiles is not well synchronized (even in MS
Windows with a 3 × 3 tiled video), the light documentation of the
C source code did not permit to correct the issue in a limited period



of time, and the player was not readily compliant with the Android
version of the phone (7.0). That is why we instead considered Exo-
Player [26] which is an open-source media framework developed
by Google for Android. It has a modular architecture and natively
supports streaming using DASH.

We have extended ExoPlayer to introduce DASH-SRD support.
First the MPD �le parser has been extended so that the supple-

mental property tag containing details about tile locations could
be properly taken into account. Second, the tiles fetched indepen-
dently must be stitched back together in order to rebuild the 360◦

video. Leveraging the information about tile positions obtained at
the previous step, each portion of content has been rendered in
its correct position. Third, we achieve tile temporal synchroniza-
tion by exploiting ExoPlayer’s synchronization of video, audio and
subtitle streams. Speci�cally, a rendered object is in charge of a sin-
gle stream and all objects are synchronized by a player’s internal
module.We therefore add as many renderers as tiles, which guaran-
tees Exoplayer plays them synchronously. The resulting TOUCAN-
VR application is able to play locally-stored DASH-SRD described
360◦ videos. We then decribe ExoPlayer’s processes for bu�ering,
replacements and FoV-based quality decision.

4.2.2 Bu�ering and quality selection. Our proof-of-concept re-
quires to have each tile’s segment available in di�erent qualities.
The goal is however to understand the impact of editing on stream-
ing performances. We therefore choose the simplest case with only
two video qualities to choose from, namely a high quality (HQ) and
a low quality (LQ). Keeping the quality decision as simple as pos-
sible (only based of FoV) indeed maximizes the interpretability of
the impact of (i) motion and (ii) editing choices, on streaming per-
formance. Our editorial strategies are however meant to be incor-
porated into full-�edged streaming systems, with re�ned quality
selection algorithms and FoV prediction.

The streaming process is handled inside an in�nite loop: at each
iteration the player chooses a tile and a segment for that tile to be
downloaded. The in�nite loop is broken when the last segment of
the last tile has been retrieved (information about video length and
number of segments is available in the MPD �le).

Figure 8: Each tile is assigned a playback bu�er for the seg-

ments to be played out.

As depicted in Fig. 8, each tile has its own bu�er. At each loop
iteration the next bu�er to have a segment downloaded is the one
the most behind in terms of video seconds bu�ered (tile 6 in Fig.

8). Which quality to download for this segment is then decided on
whether the bu�er’s tile is currently in the FoV (HQ selected if it
is, LQ otherwise). Fig. 9 depicts the case where the FoV overlaps
the four top-right tiles.

Figure 9: Quality selection: the blue square represents the

user’s FoV. Green and red tiles are requested in HQ and LQ,

respectively.

4.2.3 Replacements: ensuring streaming responsiveness to user’s

motion. When all the tiles’ bu�ers have reached themaximumbu�er
size (de�ned in Sec. 4.1), the bu�ering process is stopped and the
player tries to improve the system responsiveness by improving
the segments’ quality of the tiles currently in the FoV.

Figure 10: Replacement: identi�cation of the possible seg-

ment to be replaced.

For each such tile, the �rst LQ segment is identi�ed after a safety
margin set to 2 seconds, as depicted in Fig. 10. It is indeed not
worth trying to replace a segment that will be played very soon
because there might not be enough time to re-download it. Let us
mention the segment duration we consider is 1s. The LQ segment
is not discarded until the HQ download in complete. The segment
replacement is aborted if (i) the playback reaches the segment for
which the replacement has been �red, in which case the LQ seg-
ment is shown to prevent a stall, or (ii) the downloading process
takes too much time and any bu�er has depleted down to the min-
imum bu�er size: the bu�ering process is resumed. Owing to an
available functionality of ExoPlayer, not exploited by default, the
replacement strategy has been implemented by discarding and re-
placing all the chunks stored behind the �rst LQ segment after the
safetymargin. Although possibly increasing the number of replace-
ments comparedwith a single-segment replacement approach, this
high-level approach has allowed to easily develop a replacement
strategy without modifying the low-level functions of the player.



Also, by setting the max bu�er size equal to the min bu�er size, we
ensure that the maximum number of segments replaced are those
downloadable within a segment duration (1s).

4.2.4 Logging process. In order to collect objectivemetrics from
UX, a number of logging threads run together with the graphic-
related threads during playback. They collect: consumed bandwidth
(downloaded bytes), successfully replaced segments, freezing events,
quality displayed for each tile’s segment, tiles in the FoV, user’s
head position. The latter is obtained with the Samsung Gear VR
framework’s built-in functions. About 60 samples per second are
collected for the angle triplet (pitch, roll, and yaw), later used to
get the mean velocity of head motion. Logging threads have been
carefully designed in order not to impact graphics performance of
the application.

4.2.5 Benefiting from dynamic editing. In the bu�ering phase,
for each tile, when the segment to be playedwhen the snap-change
occurs is scheduled for download, the quality selection is not made
based on the current FoV, but instead based on the exact knowledge
of the future FoV position: the segments of the tiles listed in the
foVTile tag of the XML �le (de�ned for the description of the snap-
changes in Sec. 3.4) are requested in HQ, the others in LQ. Until the
snap-change occurs, the download of the subsequent segments is
made in the same way.

Similarly, a margin is considered to prevent replacements too
close to a snap-change: if the FoV does not correspond to that of
the snap-change, then it is useless to download in HQ tiles which
will not fall into the future FoV, if the FoV corresponds, then by
construction the HQ segments of the right tiles have been already
bu�ered. So replacements are prevented 6s before a snap-change.
This parameter is important as it controls the trade-o� between (i)
bandwidth overhead (number of replacements made), equivalently
bandwidth savings ahead of the snap, (ii) and adaptation to a new
FoV ahead of the snap. Its detailed impact on this trade-o� will be
investigated in future studies.

5 USER EXPERIMENTS: DESIGN

The design of the user experiments (UX) has been made follow-
ing [34, Chap. 20]. This section �rst states formally the hypothe-
ses to be tested from the UX, then exposes the experimental plan
and �nally gives details about its execution. In our concern for re-
producible research, the dataset obtained and the videos, like the
testbed, are made available as described in App. A.

5.1 Hypotheses to prove or disprove

Our goal is to know whether editing impacts user’s motion, band-
width, and subjective assessment. We therefore adopt a progressive
approach, de�ning basic then more re�ned hypothesis.

First we de�ne the so-called “random” counterpart to each edit-
ing strategy. In Random Static (RS) editing, the alignment of RoI
from one scene to the next is random. Comparing RS with Static
(S) editing will tell whether the base idea of reducing abrupt head
motion occurring at scene transitions indeed veri�es. In Random
Dynamic (RD) editing, the user is repositioned at prede�ned in-
stants to face a random spot in the same scene. It is compared with
semantic Dynamic (D) editing, where the snap-changes are made

at the same time as in RD, but the user is repositioned in front of
a RoI meaningful at that time of the video. Comparing RD with D
will tell whether the user’s motion is only a�ected by the reposi-
tionings, independently of the meaning of the content in their new
FoV, or if the latter has an impact. The sheer action of reposition-
ings might indeed decrease people’s natural tendency to move, the
semantics not being themain contributor in motion reduction. The
�rst set of hypotheses we want to test is therefore:
• H1: S induces less motion than RS
• H2: D induces less motion than RD
• H3: S consumes less bandwidth than RS
• H4: D consumes less bandwidth than RD
As shown in Sec. 6, H1 to H4 get veri�ed. The hypothesis tested
are then:
• H5: D induces less motion than S
• H6: D consumes less bandwidth than S
• H7: D improves the perceived quality of experience compared
with S
We run an additional set of UX to focus on the pairwise comparison
between S and D, speci�cally for the subjective assessment.

In order to limit the impact of external factors on these prelim-
inary comparisons of editing strategies, we run the experiments
in only one bandwidth condition, which allows to stream the con-
tents without stalls. The numerical details are provided in Sec. 5.3.

Working at the content-level requires to consider the seman-
tics of the content which may heavily impact the user’s behavior.
To be representative of di�erent contexts, we have considered a
commercial-related content, which is a luxury hotel virtual visit re-
ferred to as “Hotel”, and a story-telling content, which is a thriller
series taken from [32] and referred to as “Invisible”. From episodes
3 and 6, we create a content with a variety of scene transitions,
which lasts 5min 20 s, and whose story is intelligible. Details are
given in Sec. 5.3.

5.2 Experimental Plan

Following themethodology and terminology of UX design [34], we
de�ne a treatment undergone by a user as one content watched
with a given editing. To test the above hypotheses, we consider
paired tests to investigate the di�erence in metrics obtained by
a given user on a given content edited in two di�erent ways. In-
deed, as a high variability in the motion is expected between the
users [40], having di�erent users going through di�erent editing
versions of the same content might result in di�erences due to the
users and not to the editing, if the user population is restricted.
Paired tests allow to get freed from the inter-user motion variabil-
ity. We set the number of samples per test to 4. It is known from
statistics on small sample sizes that the drawback of having a low
number of samples per test is that only big e�ects can be detected
with su�cient power. So we consider that, for the editing to be
worth investigating as a lever for streaming optimization, its e�ect
must be big enough for being observed with few samples. This also
allows to have a reasonable number of users to enroll in our prelim-
inary experiment. We opt for a full factorial design. For 2 contents
and 3 comparisons, to have 4 samples per test, 24 users would be
required. We reduce this number in practice by suggesting each



user to take another test if they are willing too (7 in 17 users have
accepted).

We thereby come up with the experimental plan detailed in Ta-
ble 1, drawn in the case each user undergoes 2 tests. The design
pays particular attention to randomization and blocking. Random-
ization is used such that: (i) the number of people starting with
Content 1 is the same as the number of people starting with Con-
tent 2 and (ii) the order in which the editings are shown to the users
is randomized and balanced to reduce the e�ects due to the order of
visualization. Blocking ensures spreading of homogeneous groups
of users over the di�erent treatments. A group is homogeneous if
the group’s users are likely to respond similarly to the treatments.
In our case, there are 4 blocks of 6 units each, and we tried to group
people together as follows: below, between or above 25-40 year-old,
past-VR experience, wearing glasses (not contact lenses) and gen-
der. Blockingwasmade from the pre-questionnaire. The subjective
assessments are performed with the single-stimulus method.

Paired editings RS - S D - RD S - D

Hotel
Order 1 U8,2 U12,1 U3,1 U5,2 U9,2 U10,1

Order 2 U2,2 U4,1 U1,2 U6,1 U7,1 U11,2

Invisible
Order 1 U5,1 U6,2 U10,2 U11,1 U8,1 U12,2

Order 2 U1,1 U3,2 U7,2 U9,1 U2,1 U4,2

Table 1: Experimental plan. Ui, j is sample from user i going

through her/his j-th viewing session. Order refers to the or-

der inwhich the editings are viewed: 1 or 2 for the ordermen-

tioned at the top of the array or the reverse, respectively.

5.3 Execution of user experiments

High-level parameters. The characteristics of the created videos
are for Hotel (resp. Invisible): duration: 2min 10s (5min 20s); num-
ber of scenes (environments): 9 (15); number of built-in camera
repositionings within the same environment: 0 (20); number of
snap-changes (i.e., FoV repositionings) added: 9 (17).

Low-level parameters. The values of the client application pa-
rameters detailed in Sec. 4 have been set to: tiling scheme: 3×3;
maximum bu�er size: 10 s; minimum bu�er size: 10 s; minimum
bu�er size for playback: 3s; minimum bu�er size for playback af-
ter a stall: 3s; safe margin from playback position to trigger replace-
ments: 2s; safe margin from snap-change to prevent replacements:
6s; number of tiles: 9; segment duration: 1s; encoding rates LQ
(HQ) aggregated over all tiles, Hotel: 4.2Mbps (15.4Mbps), Invisible:
2.2Mbps (10Mbps); virtual network bandwidth (delay): 100Mbps
VM, WiFi access 30Mbps (10ms).

Environment. As aforementioned, two sets of UX have been run,
in August and October 2017. The �rst set is described in Table 1 and
has involved 17 di�erent people (graduate students, researchers
and administrative sta�), 7 of whomhave accepted to run two tests.
The second set has involved 21 persons (not overlapping with the
�rst set). The second set has been devised to correct the ambigui-
ties in the subjective assessment: for the task score, users are asked

whether they have seen speci�c elements. After the second edit-
ing viewed, they could not remember whether they had seen it in
the �rst or second version/viewing. To correct that, we split the
content in two equal parts to ask questions about elements not ap-
pearing in both halves, so that the users in the second set of UX
evaluated the editing on the same type of content but not the same
piece of video.

In a nutshell, one user experiment ismade of: a pre-questionnaire
for blocking, introductory videos to correctly adjust headset and
get familiar with the VR environment, the actual viewing session
and �nally the post-questionnaire with the subjective assessments
is �lled. After each viewing, the logs are archived. All experiments
have been made standing not to constrain the head motion (the
users could grab the back of a chair for balance if needed).

6 USER EXPERIMENTS: ANALYSIS

We �rst con�rm that editing impacts head motion, speci�cally that
H1, H2 and H5 are veri�ed. We then con�rm that proper edit-
ing induces less bandwidth consumption, con�rming H3, H4 and
H6. A re�ned analysis shows the share between savings in wasted
and displayed bandwidth. We show that the relation between re-
placements (hence bandwidth) and head motion is close to linear
with static editings (RS and S), but interestingly sub-linear with dy-
namic editings (RD and D), while maintaining a high quality in the
FoV. Finally we analyze in detail subjective assessment comparing
static and dynamic. H7 is veri�ed for the task metric and sickness.
More investigation is required for other metrics.

6.1 Head motion

Let us �rst analyzewhether H1,H2 andH5 are veri�ed, i.e., whether
the editing impacts the headmotion. Table 2 stores the t-values and
p-values of the paired t-tests (di�erence made in the order of the
naming). The p-value of each row represents the risk of accepting
the hypothesis that the second mentioned editing in the second
column decreases the head motion for the content, compared with
the �rst mentioned editing. The corresponding samples are repre-
sented as boxplots in the top-left graphic in Fig. 11. Head motion
and (mean) head velocity are used interchangeably.

With a signi�cance level of 7%, we verify hypotheses H1 and
H2 for comparison between random and non-random editing, both
static and dynamic (that are RS-S and RD-D) for both contents. This
the reason whywe stated the hypothesis in Sec. 3.3Âăturns out rea-
sonable: the lower head motion incurred with Static (that is with
RoIs aligned between two successive scenes) than with Random
Static (not aligned). As the di�erence between S and RS is only
the matching of RoIs at scene change, we deduce the quantity of
motion is lower at scene change, i.e., is lowered by the matching
of RoIs. From Fig. 11, we can see the head motion reduction lies
between 10% and 30% for the di�erent pairwise comparisons. As
aforementioned, each user compares a pair of editing, so that the
di�erence in head motion is not impacted by the inter-person mo-
tion variability. Therefore we cannot directly compare the head
motion statistics with the two extreme choices RS and D from the
samples. Yet, combining the improvements from RS to S (dRS−S )
then S to D (dS−D ) leads to estimate the improvement from RS to
D to about 34% (1− (1−dRS−S )(1−dS−D )). A careful editing, both



inter-scene (static) and intra-scene (dynamic), is therefore crucial
to lower the mean head motion. More particularly, we observe the
editing seems to impact more the user motion in the case of the
story than the hotel visit.

Analyzing then the non-trivial editings (H5), i.e., static (S) ver-
sus dynamic (D), we observe the p-values are higher, around 0.1 for
both contents. As these are the two most interesting editings, the
second round of user experiments we have carried out has focused
on this comparison. Owing to the factorial design, the �rst round
of UX features 4 samples per comparison only, while the second
round features 11 (Hotel) or 10 (Invisible). The p-values in Table 3
con�rm that, for the story content, dynamic editing saves head mo-
tion compared with static editing, with a signi�cance level of 6%.
While the p-value of the second round of UX for Hotel tends to
reject H5, it is worth noting that this comparison has been made
between di�erent pieces of the content (for the sake of the sub-
jective evaluation, as described in Sec. 5.3). The videos have been
cut in half, resulting in a quite short experience for Hotel (about
1min, contrary to Invisible, 2min 40s), hence mitigating the rejec-
tion. Boxplots as those in Fig. 11, not shown here for the sake of
conciseness, con�rm the median levels of head motion reduction,
around 20%, as well as the lesser spreading for the story content.

Content Di�erence of editing t-value p-value

Hotel

RS-S 2.17 0.059

RD-D 6.99 0.003

S-D 1.73 0.091

Invisible

RS-S 2.07 0.065

RD-D 5.03 0.008

S-D 1.57 0.107

Table 2: Head Motion, �rst set of UX: paired t-tests.

Content Di�erence of editing t-value p-value

Hotel S-D 0.19 0.427

Invisible S-D 1.75 0.057

Table 3: Head Motion, second set of UX: paired t-tests

6.2 Bandwidth

Let us now analyze the impact of editing on bandwidth consump-
tion.

The p-values shown in Table 4 for the di�erence in total con-
sumed bandwidth between the di�erent pairs of editing, con�rm
H3 and H4 with a signi�cance level of 5%. The second set of UX
allows to con�rm the hypothesis for S-D too (H6), as shown in Ta-
ble 5. The bottom-left graph of Fig. 11 shows decreases from worst
(RS) to best (D) editing of 25% and 13% for Hotel and Invisible, re-
spectively. Let us now analyze the reasons for such decreases, both
qualitatively and quantitatively. First, we notice that the level of re-
duction in total bandwidth does not follow the level of reduction in

headmotion. For example, the range of decrease in total bandwidth
from S to D for the Hotel content (middle-left graph) is higher than
that of head motion (top-left graph).

Fig. 13 shows that the consumed bandwidth is linearly depen-
dent on the number of replacements. However, Fig. 12 shows that
the number of replacements varies di�erently in the head veloc-
ity, depending on whether it is static (RS or S) or dynamic (RD
or D) editing. While the growth is close to linear for static, we
observe it is sub-linear for dynamic. This is due to the considera-
tion of the snap-changes in the streaming process, as detailed in
Sec. 4.2.5: owing to the exact knowledge of the FoV upon the snap-
changes, replacements are not allowed less than 6 seconds before
the snap-change. Hotel (resp. Invisible) lasts 120s (resp. 320s) and
features 9 (resp. 17) snap-changes, so the replacements cannot oc-
cur 6 × 9/120 = 45% of the time (resp. 32%).

We hereby expose that, in the dynamic editing strategy, the
number of replacements, hence the consumed bandwidth, does not
decrease only by the reduction in head velocity (as is the case for
static), but also bene�ts from the exact knowledge of the future
repositioning.

As a side note regarding Fig. 12, let us mention that, contrary
to Invisible, Hotel results make appear only a slight increase in re-
placements with head velocity with dynamic. This is due to the
ratio between the head velocity and the fraction of time with al-
lowed replacements. Investigating the actual relation between re-
placements and head motion will be made easier with a motion
generator, to get freed from the human head velocity limitations.

More in detail, the total consumed bandwidth is the sum of two
components: the bandwidth spent in downloading tiles �nally ren-
dered, named the displayed bandwidth, and tiles not rendered be-
cause replaced, named the wasted bandwidth. The middle-bottom
graph in Fig. 11 shows that the savings in wasted bandwidth are
26% (resp. 19%) forHotel (resp. Invisible). As expected, Fig. 13 shows
that the wasted bandwidth varies linearly with the number of re-
placements, so does the displayed bandwidth. This is the totalweight
of the tiles rendered on the sphere (not only in the FoV). Indeed,
a replacement means that the tiles whose segments have been ini-
tially downloaded in HQ are not those in the current FoV. At a
given time, the number of tiles rendered in HQ is therefore a lin-
ear function of the number of replacements, so is the displayed
bandwidth.

Importantly, the top-right graph of Fig. 11 shows that the band-
width savings are not made at the cost of a lower quality in the
FoV. The relative quality, i.e., the fraction of tiles in HQ in the FoV,
is indeed maintained throughout the di�erent editings. This sim-
ple metric is representative of V-PSNR [29] because the compared
content have the same encoding. Freezes do not occur because
the streaming strategy is conservative by construction, and the set
bandwidth condition allows streaming without stalls. Further dis-
cussion on stalls is provided in Sec. 7.

6.3 Subjective metrics of QoE

We present the subjective assessment of the editings only for static
(S) and dynamic (D), discarding their random versions. The second
round of UX has included 21 persons, 11 assessing the di�erence
between S and D for Hotel, 10 for Invisible.
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Figure 11: Boxplots of objective metrics, �rst set of UX. Comparison between all four editing strategies: Random Static (RS),

Static (S), Random Dynamic (RD), Dynamic (D). Both contents are H (Hotel) in blue and I (Invisible) in red.
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Fig. 14 shows the subjective metrics collected at the end of each
experiments. Each row corresponds to a set of questions on per-
formance, satisfaction and comfort, respectively. All metrics are
collected as Mean Opinion Scores (MOS) into {1, ..., 5}. The perfor-
mance score is the sum of correct responses to each task-related
question. A question is whether the user has seen a speci�c ob-
ject or event in the video. In the Hotel video, these are assets such
as jacuzzi or bar, and in the story content Invisible, these are key
events not to miss to follow the story. The top-left graph shows
that positioning the snap changes on the chosen events (as chosen
by the creator), allows to reach amaximum score for both contents,
higher than that obtained by static editing (i.e., taking care of the
scene transitions but without snap changes).

The middle-left graph shows that the overall rating of the visual
quality is the same for both editings and contents, which correlates
with the similar relative quality in the FoV shown in Fig. 11. Users
have also been asked whether they sometimes felt a reposition-
ing (score 5 assigned to a ’no’), and if so, to rate (between 1 and
5) whether this has bothered them. The center graph shows that
the snap changes have been sometimes detected, but not felt much
disturbing, in particular even less for the story than for the hotel
visit, leading to think that the repositionings truly help the user to
follow an active story in VR.

One drawback we expected from the snap-changes was that the
change of plan would make the users feel as watching TV, i.e.,
would have the action unfolding in front of them without being
able to participate by moving, hence feeling less immersed. How-
ever, the middle-right graph shows that the users rated equiva-
lently their feeling of immersion in the content, for both contents.
Expectedly, the feeling of immersion is higher within a captivating



Metric Content Editing di�. t-value p-value

Replacements

Hotel

RS-S 2.14 0.061
RD-D 9.08 0.001
S-D 2.48 0.045

Invisible

RS-S 2.00 0.07
RD-D 3.5 0.02
S-D 2.23 0.056

Total
bandwidth

Hotel

RS-S 3.01 0.029

RD-D 6.44 0.004

S-D 6.11 0.004

Invisible

RS-S 2.84 0.033

RD-D 2.65 0.039

S-D 1.67 0.097

Wasted
bandwidth

Hotel

RS-S 1.23 0.154
RD-D 6.58 0.004
S-D 3.22 0.024

Invisible

RS-S 1.83 0.082
RD-D 3.44 0.021
S-D 1.48 0.117

Displayed
bandwidth

Hotel

RS-S 3.78 0.016
RD-D 4.79 0.009
S-D 8.35 0.002

Invisible

RS-S 3.6 0.018
RD-D 2.3 0.053
S-D 1.67 0.097

Table 4: Replacements, bandwidth components, �rst set of

UX: paired t-tests.

Metric Content Editing di�. t-value p-value

Replacements
Hotel S-D 3.14 0.005
Invisible S-D 3.12 0.006

Total
bandwidth

Hotel S-D 6.63 3.00e-05

Invisible S-D 6.14 9.00e-05

Wasted
bandwidth

Hotel S-D 1.27 0.117
Invisible S-D 1.7 0.062

Displayed
bandwidth

Hotel S-D 8.01 6.00e-06
Invisible S-D 3.97 0.002

Table 5: Replacements, bandwidth components, second set

of UX: paired t-tests.

story than within the visit of a hotel. Future user experiments will
however feature a double-stimuli approach to better assess the edit-
ing impact on immersion. Also, we emphasize that we do not ex-
pect the editing strategies we introduce to be neutral to the user’s
feeling of immersion. Our rational is to introduce new degrees of
freedom that allow to reach new operational points in the stream-
ing process, trading, e.g., immersion for streaming performance
when the network requires.

The bottom-left graph shows that the discomfort (users were
asked for dizziness and sickness) is high for the story in static edit-
ing. Looking in detail at the reasons the users gave for feeling un-
comfortable, it appeared the most common cause are the action
scenes, in particular one in which there is a camera motion (from
the shooting, independent of the editing), and one with a �ght in
an interior environment, close to and around the camera. The snap
changes have been placed so as to lower the need to move in these
action scene, which proved e�ective. The bottom-right graph de-
picts how much the users felt limited in their ability to explore the
scenes as they wanted. Remarkably, despite the arbitrary reposi-
tionings, they did not feel more limited with dynamic than with
static editing, except slightly for the Hotel content. However, the
dominating reason for such feeling was the inability to move the
camera in the space, e.g., to change rooms, which is again not re-
lated to editing. Hence, further experiments would be needed to de-
terminewhether dynamic editing adds action entertaining the user,
feeling less bored in the closed headset environment. Interestingly,
the users felt like they had to move their head too much to follow
the story content with dynamic editing. This seems in contradic-
tion with the previous values of discomfort (if we associate head
motion with a more likely sickness). Detailed feedback from the
user are required to sort out the exact reasons for both feelings, in
particular the exact times of the video when it happened. This will
allow to correlate the feelings with the introduced repositionings,
orwith other numerous possible factors in the video (scene motion,
camera motion, wide angular range of action, etc.). Future user ex-
periments will therefore be designed so as to enable temporally
detailed collection of the user’s feelings during the experiment to
extract these needed time correlation. Also, the experiments were
all made standing. The impact of dynamic editing may be more im-
portant in viewing environment where the user is sitting and may
better appreciate the help to follow the action without needing to
wring their neck.

The results on these last two metrics, feelings of limitation and
excessive need to move, therefore show that more re�ned user as-
sessments are needed to explain and hence control the impact of
the editing on the user’s experience in VR.

7 DISCUSSION

For our proof-of-concept,we havemade 2 examples of editing tested
on 2 examples of content, under a bandwidth condition allowing
no freezes with a conservative bu�ering strategy. The results allow
to envision that for example, in limited bandwidth conditions, the
streaming decisions would control the frequency of snap-changes
to improve quality in the FoV without needing replacements. The
snap-changes would be picked as needed from an XML �le pre-
�lled by the creator at the time of content creation, or automati-
cally generated by leveraging available computer vision tools, such
as saliency maps.

Althoughwe do not claim these examples to be fully representa-
tive of the variety of contents impacting the type of user behaviors,
we believe our results call for a thorough investigation of user’s at-
tention driving tools from other communities. These tools would
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Figure 14: Subjective metrics, second set of UX. Comparison between both non-random editing strategies: Static (S) and Dy-

namic (D). Both contents are Hotel in blue and Invisible in red.

be designed to be wielded by the streaming module so as to im-
prove the streaming experience in even lower bandwidth condi-
tions.

8 CONCLUSION

This article has presented a strongly innovative approach to im-
prove the streaming of 360◦ videos: designing high-level content
manipulations (enlarged editing) to limit (with static editing) and
even control (with dynamic editing) the user’s motion in order to
consume less bandwidth while maintaining the user’s experience.
We have designed editing from �lm-making techniques and VR
HCI, which can be leveraged to improve streaming. From the most
recent literature, we have built anMPEGDASH-SRD player for An-
droid and the Samsung Gear VR, featuring FoV-based quality deci-
sion and a replacement strategy to allow the tiles’ bu�ers to build
up while keeping their state up-to-date with the current FoV as
much as bandwidth allows. The dynamic editing we designed has
been integrated within the player, and the streaming module has
been extended to bene�t from the editing. Two sets of user exper-
iments on 17 and 21 users enabled to show that editing indeed im-
pacts head velocity (reduction of up to 30%), consumed bandwidth
(reduction of up to 25%) and subjective assessment (improvement
of detection of desired elements, reduction in sickness in action
scenes).

The results of our inter-disciplinary approach showed that user’s
attention driving tools from other communities can be designed in
order to improve streaming. We believe this opens up the path to

a whole new �eld of possibilities in de�ning degrees of freedom to
be wielded in optimization of VR streaming.
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A ARTIFACTS OF THE ARTICLE

A.1 List of the artifacts

Our artifacts are organized into 4 Github repositories.

The 2 main repositories are:

• TOUCAN-VR [14] containing the main Android app, which
is the streaming client.
• TOUCAN-VR-data [15] storing the data for and from the
experiments, and the Matlab code to generate the �gures.

The README of TOUCAN-VR references 2 other repositories:

• TOUCAN-VR-parametrizer [16], to parameterize TOUCAN-
VR. It is an Android app allowing to choose the network
and logging parameters, the content to be streamed and to
launch the TOUCAN-VR app.
• TOUCAN-preprocessing [17], to prepare the content to be
stored at a regular HTTP server. This java script executes a
conversion froma regular 360◦ video (not yet SRD-described)
into a DASH-SRD one.

A.2 Guidelines for testing

Our artifacts can be re-used in two ways:

• The results presented in the article can be reproduced from
the data obtained in our user experiments. To do so, down-
load the content of [15] and launch the Matlab script as de-
tailed in the README�le. The raw datamade of the log �les
of the experiments are in the data_from_exp sub-folder. The
content with our editing are described in the data_for_exp
sub-folder.
• If one wants to use our apps, the Android install process is
described in the README of [14] and [16].

https://github.com/UCA4SVR/TOUCAN-VR
https://github.com/UCA4SVR/TOUCAN_VR_data
https://github.com/UCA4SVR/TOUCAN_VR_parametrizer
https://github.com/UCA4SVR/TOUCAN-preprocessing
http://arxiv.org/abs/1612.08350
https://www.ffmpeg.org/
http://google.github.io/ExoPlayer/
https://gpac.wp.imt.fr/mp4box/
https://gpac.wp.imt.fr/player/
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