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Abstract—We consider Delay Tolerant Mobile Social Networks
(DTMSNS), which are opportunistic networks made of human-
carried wireless devices clustered into social communite In such
environments, routing is a challenge as the limited resoues (like
memory and contact opportunities) must be efficiently used ad
shared between the sessions (or users, contents). To hanséeral
unicast sessions, Inter-Session Network Coding (ISNC) hdseen
proven necessary for optimal throughput in general networls, but
is a delicate problem as it can quickly get detrimental. Thigpaper
investigates that ISNC can be beneficial in DTMSNs when usedo
top of a social-aware routing algorithm, whereas we exemply
and make explicit why any gain can hardly be expected with
greedy replication, in regard to the current literature on | SNC.
We then design decentralized criteria to control when and wbkre
in the network ISNC should be triggered, based on the nodes
features (buffer size and social relationships) and netwdercurrent
load. These criteria are tested extensively on real-world antact
traces, in terms of various metrics such as number of delivées,
mean delay or fairness. Our online ISNC protocol builds on tke
SimBet utility-routing policy. Our ISNC protocol can however
run on top of any social-aware routing.

. INTRODUCTION
We consider intermittently connected networks made

and this benefit may further improve with Network Coding
(NC) which has attracted an increasing interest for DTNs
[10]. NC is a networking paradigm that is a generalization
of routing [11], aiming in particular at improving througiip
and resilience to topology changes. There are two vers{gns:
intra-session NC, mixing only the packets of the same sessio
(ii) inter-session NC (ISNC) mixing packets possibly parta
ing to different sessions. ISNC is necessary to achievenapti
throughput in general (see [12] and references therein)isbu
a delicate problem because to retrieve its intended packets
destination node needs to receive also other sessionséfsack
called ‘remedy packets’ thereafter (as in [13]). If it does
not, mixing sessions can degrade performance as compared
to routing.

The object of this article is to show that ISNC can bring
some gain in DTMSNs with unicast sessions, and design-
ing online social-aware ISNC policies. For multiple unicas
sessions in directed networks, the NC gain (in throughput)
compared to plain routing has been proven unbounded [14],
but the optimization problem has been shown NP-complete

1]. A number of works (e.g., [12], [13]) have come up

ith approximate solutions for static directed networkshef

human-carried wireless devices, and whose physical r@e.tgbming to DTNs, there is a priori no reason for considering

patterns make cluster into social communities. We abbtevi

#hat two nodes can exchange packets in a single direction.

them by Delay Tolerant Mobile Social Networks (DTMSNS)For multiple unicast in undirected networks, [15] conjeetu

The ghrede maig go.alg of DTMENS in ci\LiIian application§hat|SNC does not improve throughput over routing, which re
can be deemed as: (i) to provide network access to rém@i8ins an unsolved question to date. While this has beenprove

communities (e.g., Bytewalla [2]), (ii) provide cheapentant f

access by file exchange in ad hoc mode (e.g., PSN
Liberouter [5]), (iii) to offload the cellular networks (e, 6],
rescue operations).

r certain classes of networks (bipartite and planar gsaph

(31 [fq'S], [16]), upper-bounds on the gain have been obtained for

some other classes (e.@,/8 for fully reachable networks
recently [17]). The non-directionality of DTNs is hence a&ffir

In such disrupted, energy and memory-constrained enVircm]rdle to the possible gain with ISNC. However, ISNC has

ment, routing is a challenging task. In order not to flood t
network with copies of the same packet, incurring maximu
energy expenditure and memory load, it is provably better

leverage the social features of the underlying connectiaply

(so-called social-aware routing). We can cite BubbleRdp [?O
and SimBet [8], where some global and local ranks are us

for each node to orientate and control the spreading. In [9 t
Mtibaa et al. present PeopleRank that defines the rank base

on the PageRank Web algorithm.

To improve the probability of delivery within a certain dead
line, several copies of the same packet can be dissemina}g
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oven very attractive in undirected wireless mesh netaork
8], specifically owing to the time-shared wireless medium
one can think that the constrained shared resource&(puff

contact opportunities) in DTNs can make ISNC attractive
, despite the non-directivity. But the second difficutty
dily apply this reasoning to DTNSs is that there is no radio
grference owing to the low node density and radio range.

ur contributions are threefold:
e We first provide a detailed discussion on the gains which
can be expected from resorting to ISNC in DTMSNSs, in regard
the current state of knowledge on ISNC in undirected
networks. We make the hypothesis that the sub-optimality of

Universigocial-aware routing, with respect to optimal routing for a
Emailsgertain known graph topology and traffic matrix, may benefit

from ISNC to better handle competing unicast sessions. We
provide an example showing this is indeed the case, thereby



supporting our approach. In particular, we discuss theptag of meetings per unit of time between two given nodes is
between Buffer Management (BM) and coding gains. invariant over time and Poisson distributed, accordinght® t
e \We then design decentralized coding criteria that allow findings of [25]. The average of this distribution is named
trigger ISNC when it may be beneficial, based only on loca@iter-meeting intensity. We consider that all nodes pritaj
information gathered by the mobile nodes. These criteka tato the same communityhave the same inter-meeting intensity
into account the copy budget, network load and underlying; towards any other node of communify The concept of
social structure. Specifically, we build on the recent mimgdel community imposes that;; > £;;, for all i # j. We consider
results of [19], [20] and wield them to derive low-complgxit the network beard? unicast sessions with source-destination
delay estimations. node pairs(S;, D;), i € {1, R}. A session is made ok =1
e These criteria are then used on top of the SimBet [@lcket (or message), aiitl(7) denotes the probability thd®;
social-aware routing policy, and are extensively tested dwms obtained its intended packet by timeLet U(.) be any
various real-word traces, compared against the perforenamtassical utility concave function, taken &sz(1 + z) here.
of plain routing, for several metrics (among which rateagel If R = 2, then we defined the utility over both sessions as
fairness). ISNC triggered with our criteria is shown to lgrinobj(7) = U(Pi(7)) + U(P2(7)). The nodes’ buffer size is
gains in several cases, and we study how these gains vdeyoted byB (in packets); we také3 = 1 in this article. We
over the copy budget and the network load. We emphasidenote by “bandwidth’Bw the number of packets which can
that these ISNC policies can be used on top of any routibg sent in each direction upon each meeting. We fake= 1.
policy. General settings are discussed in Sec. V-E. We later on study
the network load by making variz while keeping the buffer
Il. RELATED WORKS size and bandwidth constant.
. We build on the buffer structure for intra-session NC frame-
For homogeneous DTN, several works have considered .
. . . ; . work employed with SaW [10]. At a relay node buffer, a packet
intra-session NC which is now well understood in this case. ) . . o
. : ) . . . IS associated with 3 fields: index, spray-counter, payload.
Lin et al. in [10] investigated the use of intra-session N@gs o . i .
) . When a packet is simply replicated upon node meeting, its
the Spray-and-Wait algorithm (SaW) [21] and analyzed the :
. . INndex and payload are copied, and the spray-counters are
performance in terms of the bandwidth of contacts, the eynerg . L
. . . . dated at both nodes (binary sharing in Saw [21]). When
constraint and the buffer size. In [22], NC is considered ﬁf . ) ) - (1)
) . the receiving node’s buffer is full, if its packdt'") payload
some intermediate hub nodes, but only across packets ééstin . . . .
IS_overwritten by the sum (XoR or in a higher order Galois

to the same destination node. Here, we tackle the more gen%reard) with received packeP(®, the index is changed to denote

pr_oble_m of contrpl qf pairwise ISNC for unlca_st sessiong packet is coded (nameB® for R — 2 in the next
with different destinations. In [23], Zhargt al. consider both ! ) .
section), and the spray-counters are updated as described i

intra- and inter-session NC in homogeneous DTNs. For uhic%sec. IV-C. The initial (maximum) spray-counter is denoted

SEssions with different sources and destma‘upns, “m’mr H’Y M and called the copy budget. Thereafter, “utility-based”
IS-NC is shown not to perform better than intra-session. . N . ; - :
of social-aware” routing algorithms refer to policies whi

[24] we have presented an ISNC policy and its analyt|Cﬁ?W packets through relays with high utility towards the

model to express the optimization problem. The number estination. We will employ the SimBet algorithm [8], butrou

packets per session can be arbitrary, corresponding to . . .
o o C framework can be used with any multi-copy algorithm.
case where a file is split into several packets, and the metr . SO
ith SimBet, the copy budget shared upon replication is

(whether it be delay or delivery probability) is on the whole roportional to the meeting nodes’ utilities [8, Sec. 4When

fllt_a. Also, 2 sessions were considered. To t_ackle the op he spray-counter at receiver is beldwit is not transmitted,
mization problem of ISNC, we depart from this approach bi¥ it is at sender, it drops this packet once transmitted.

choosing to reduce the parameter space (considering asing
message/packet per session, as done in, e.g., [7], [8], [9])

to identify sound heuristics and design decentralized rapdi IV. ISNC GAINS AND IMPACTING FACTORS
criteria. This article is also the only one where we study th& |mpact of the routing algorithm

problem of determining whether and how ISNC can actually
be beneficial in DTMSNSs, with both an analysis of existingn
theoretical results obtained so far, and detailedly amalyz
experiments on small topologies.

Determining whether ISNC can be beneficial to transfer
ultiple unicast sessions in undirected networks remains t
this day an unsolved problem, which is known as tindtiple
unicast network coding conjectuf&5]. This conjecture states
that in an undirected network with multiple unicast sessjon
network coding does not lead to any coding advantage over
To first reason on the possible gains of ISNC in DTMSNsputing. This could be verified for some graph families (e.g.
then to devise coding criteria aimed at wisely triggerinS bipartite and planar [16], [15]). For some other familidsg t
we consider the following network model. Though, it is wortlupper-bound of 9/8 on the coding gain (in throughput) has
noting that this model does not restrict the applicabilitgte been recently proven [17]. It is worth noting that this pexl
so-devised ISNC algorithms which are tested on real-worldr multiple unicast is closely related to that for multigaer
traces in Sec. VI. We consider a network madeNofnodes which the coding gain has an upper bound of 2 for general
grouping intoC' communities. We assume that the numbemdirected networks (for half-integer routing, even less f

IIl. NETWORK MODEL
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Fig. 1. (a) All possible routes are depicted in blue and redefich session and 2, respectively. (b) The set of single routes allowing to gefaim with
ISNC. (c) Epidemic routing on the butterfly network.

fractional routing), tightened to 9/8 for combination netw such that the remedy packe®&") and P(?) get faster than
coding [26]. The authors of [26] have also interestinglywsho P®) to D, and D;, respectively. So being the expected point
that the reduction in routing cost brought by coding is badd of congestion, we set the hub node to mix both sessions’
with the same upper-bound as the gain in throughput, thergigckets as soon as it can. In order not to impede its delivery,
suggesting ISNC may not help in saving link usage if it cannate makeP (") overwrite any other packet iip,, i = 1, 2.
improve throughput. We run the first experiment with a greedy replication algo-

As well, a DTMSN can be regarded as a weighted grapihm, Spray-and-Wait [21], that spreads the copy budgett (s
where a mobile node is a graph node, and the weight on ed@rV/ = 2000, i.e., epidemic) by handing redundancy (packet
edge is a combination of;;, B and Bw [27]. Considering replicas or coded packet) to the first met nodes (regardfess o
the meeting duration can be arbitrarily split for transniaiss any social feature). Despite the underlying butterfly toggl
in both directions, a DTMSN is hence a general undirectéd the social structure and the limited buffer size {gfacket),
network where deciding upon fractional routing means decite outcome (represented in Fig. 1.c from our analyticalehod
ing on buffer management and scheduling. Given the worR§ [24] adapted to this simple case) shows no improvement
mentioned in the above paragraph, solving for best (fori@ objective functionobj(r) with ISNC with respect to no
known graph topology) routing, coding, buffer managemel@NC- The reason is that the routes taken by the packets
and scheduling in DTMSNs can be conjectured not to outan be verified to be those shown in Fig. 1.a, that are routes
perform the counterpart solution without ISNC. We exenypliféXploiting the bi-directionality. This observation is iné with
this conjecture in Example 1 below. the aforementioned conjecture which Langberg and Médard

However, the coding gains mentioned above refer to tﬁ%rmulated informally as “Undirecting the edges of [a grhph

optimal code and route assignments and their outcome '$n2S strong as aIIovying nework coding” .[30]'. Ind_eed,_in
b g t]'MSNS we deal with two levels of undirectionality: (i)

terms of throughput and link cost. Owing to the inhere t tact bet . bil des is (half-Yduplex:
uncertainty of DTMSN environments, the routes and schedul St, & contact between two mopile nodes IS (ha '). uplex;
'21 second, at the community level, a non-social awareingut

must be chosen locally at the nodes with a mechanism cal . ) ) ; .
utility-based routing(proven in [28, Sec. 3.2]). The utility is a!gonthm permits the packets of a given session to flow inbot

either assigned to nodes [29], [8] or messages [28]. In oro%FeCtmn_S between pot_h communities. ISNC at the hUb node
to make up for the so-obtained suboptimal routing polici Ight bring some gain if the routes taken by the sessions were

bearing several unicast sessions, allowing ISNC atopyﬂilit ose depicted in Fig. 1.b, which happens to be the case: Fig.

based routing is an alternative worth investigating, as t ? depicts the evolution of the number of each packet type in

o , . . i ' i 1) fi
sub-optimality (with respect to unknown traffic matrix an ach community under SimBet routing [8]. Packet) first

topology) of the utility-based routing can turn ISNC imospreads inside its source commundl, = 1, then reaches

beneficial, as exemplified below. Because of its ability thl = 4 mostly through the hub node as we see that the

) h . - . (1)-. . _ .
leverage various levels of social-network analysis, weosko Increase inP-infected nodes i = 4 precedes the increase

: : o h in ¢ = 2, while the hub node gets readily infected. Communit
SimBet [§] as the underly_mg ut|I|ty-bfa_sed routing, t.h.ougkr c :C 2 remains almost uninfegted () );'his shows that the ’
approach can be used with other utility-based policies. routes taken by?()) and governed by SimBet are very close

Example ]_'_We _c0n5|der the well-known butterfl_y tOPO!Ogyto those in Fig. 1.b, identified as the routes susceptible to
represented in Fig. 1, made @f = 5 communities, With ponefit from ISNC. This supports our motivation that ISNC

Ni = 250 nodes fori € {1,4} and the fifth community is can improve performance of multiple unicast sessions tbute
a single hub mobile node. We consider two unicast SessiQN®h a social-aware routing algorithm

whose source-destination node pairs are in commur{itied
and (2, 3), respectively. For ali,j € {1,C}, 5;; are those
indicated in Fig. 1 wherer = 5.1073, and they are chosen



5t G2 G CH . C signaling mechanism that informs the source nSgeo send
109 (\mo A T A = its packet to destinatio, (and symmetrically forS; and
P ( D), which is not the normal mode of operation sin£e
( is not the intended destination of;. Examples (not for
DTMSNS) include [12] or [13] where the so-called antidote
request is issued with this aim. The second solution, as in
the now well-known application of ISNC for ad hoc wireless
| Ll | . mesh networks [18], is to leverage the other sessions’ psicke
Cime 0 tmem 0 tme(® . time () which have been overheard opportunistically, without gein
@ explicitly sent to other destinations. The equivalent oftsu
c=1 c=2 c=3 C=4 c=5 strategy in DTMSNSs is to take benefit from packets reaching
0 e 1 0 TR other sessions’ destinations, owing to the routing choafes
10 P the social-aware routing algorithm. Despite the fact thaths
% w 0 -'-'.P(S) P L S s strategy may make miss some coding opportunities, thiseis th
' o i ; strategy we choose in this work to avoid additional sigrgalin
o4 costly in DTMSNSs.
: The next three sections aim at identifying how key net-
work parameters impact the ISNC performance. This is the
" imem © hecessary preliminary step to de5|gn ISNC criteria in Se_c. \%
© that must take these parameters into account. In partjcular
as ISNC is meant to handle the network load, hence the
c=t RN c=4 = sessions’ competition to access resources, a relevantehoi
—p) 09 ) of BM is crucial in comparing fairly ISNC with routing. This
e |ep@ ! is presented and discussed in Sec. IV-C and IV-F. The impact
“ 1 B ) “ o of copy counter and number of sessions is investigated in Sec
S o f IV-D and IV-E, respectively.
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1o [\_\ C. Buffer management and copy counters

time (@ time (1) o ime @ 0 tmem ® ime (1) For this proof of concept, we keep set in this section that
© the only node allowed to mix packets is the hub node, and it
Fa 2 M ber of nodes infected with each ¢ ¢ oacketach does so as soon as it can, i.e., a XoRed packet naidan
£l 2 Mean number ofrodes infected uih each 0P f PSASEAN e generated at nodé only f: () A already holds” (), and
ISNC, M = 200 and (c) with ISNC,M = 40 has no more room in its buffer, and (if meetsA holding
P®) (or the other way around), and (iii) SimBet triggers the
o ] . transmission of”(?) to H, based on utilities only, and (iv) the
B. Combining social-aware routing and ISNC BM below allows the replacement ¢t by P() at H. The
We now present the questions to answer to enable ISNC aopy counter assigned tB®) is then the sum of the counter
top of a social-aware routing algorithm. To do so, two digtin of the replaced packet and the copy budget handed over by
yet correlated, problems arise: A, determined by the copy share of SimBet. The details are
P1 Where and when should ISNC be triggered in thprovided in Appendix C. We consider a BM which cannot
network? favor ISNC compared with single routing and bias the results
P2 How to have the destination nodes, whose packets hatlee symmetric holds for sessia):
been inter-session coded, receive the remedy packets? F1 Destination nodeD; can eraseP!) from all nodes
Problem P1 corresponds to the choice of which mobilgn any community) but cannot erade®. At a noden in
node, when presented with a coding opportunity, should mdommunityC,,, a coded packet can replace an uncoded packet
two packets of different sessions. In the remainder of this C,, is neither the source nor destination of the uncoded
section, we consider the butterfly topology and set thisrapdipacket, but the destination community of one of the mixed
node fixed to the hub node, which will mix packets as soon pscket, and an uncoded packet can replace a coded packet as
it can. This is done in order to assess what are the impactsaadll under symmetric condition.
main network components on the ISNC gain (BM, copy budgetF2 Keep on spreading the energy budget even though the
and network load), to then be able to devise ISNC criterion payload of the already-there packet does not change. For
wisely trigger ISNC only when a gain can be expected. example, when noded with P() meets B with P®), if
Problem P2 is tied to P1 as session mixing must t&mBet utility would trigger transmission of some copy shar
triggered only if the destination nodes receive fast enough B, then it gets added to the counter At although the
the remedy packets which will allow them to retrieve theipayload remains the same. This feature, allowed by the use
intended packet earlier than with no ISNC. There are twaf ISNC, allows to re-focus the copy budget through coded
main ways to deal with P2. First, one can think about sonpackets to better serve both sessions.

o 100
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F3 Destination nodeD;: (i) erasesP() upon reception
from a node inCp,, and (ii) signals to the nodes of outside
communities that it has received® and/or recovered®).

We consider the topology and sessions of Fig. l.a., wi
Bi3 = Bau = w, P15 = Pos = 10z, 53 = P54 = 8w
and 8., = 15z, for ¢ = 1,...,4, with z = 5.107%. We
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use 15% of the simulation duration as warm-up phase t

. . . . 40 80|
provide an opportunity to gather information about the rgodi 2 | -withoutls| | } [l | [ without IS
within the network, as in [8]. After the warm-up phase, th TWith1S ] —with IS

N
S

messages are allowed to disseminate in the network. We [
in Fig. 3 the objective functiorbj(r) (Sec. lll). In order S NS S S Lt
to assess the impact of each component F1, F2 and F3, s © e
results incrementally adding each of those are shown. The
curve label “without IS” refers to the case where SimBetig. 4. R =2, crossed sessions, (&) = 200, (b) M = 40
routing alone is used, without any session mixing. In thiseca
only F1 can apply. We point out that here intra-session NC )
is not mentioned as messages are made of a single packet'mpact of the network load on ISNC gains
We show that with such a systematic coding at the hubWe now look at the impact on the ISNC gain of the
node in the butterfly topology operated with SimBet, ISN@etwork load, taken as the number of concurrent sessions. We
outperforms single routing without specific additional fleuf emphasize that we consider only pairwise ISNC, that is any
or copy counter management. The gain is improved over E&ded packet cannot stem from the linear combination of more
and F3. The ISNC gain is in particular explained by Fig. 2.ibhat 2 different sessions. In order to avoid the network tb ge
where we can see that the hub gets occupied by a coded pabketked up owing to too many packets occupying the nodes’
(P®)) systematically. This hub node is indeed the point dfuffers and not being dropped fast enough, we add an extra
congestion, as it is at crossroads and has buffer size of feature to the BM presented in Sec. IV-C:

F4 (i) if the buffer is full, the packet can be overwritten by
the incoming one with a certain probability that dependshen t
counters of each packet (if packBtcompetes with packet

0.8%np

already in the bufferB overwritesA with probability ;===12,
wheren 4 andn g are the copy counters of and B), and (ii)
each time a packet (either replica or coded) is created at a
node, it is assigned an exponentially distributed TTL whose
mean decreases with its copy counter (this mean is taken as
V urrentcounter with V; taken as the trace duration in the
experiments).

Fig. 5 show results fod sessions, while Fig. 6 show

N
S

Avg End-to—End Delay
Avg End-to—End Delay

-~

80 100

1.4/---without IS with F1

~with IS with F1

“]=with IS with F1 and F2
1—with IS with F1, F2 and F3

U(PL(m)+U(P2())

objective

SR e T nm‘g"m B s w0 results for10 sessions. For Fig. 5 and 6.a, half of the source-
Fig. 3. Objective value for the different buffer and copy otar management destinations pairs are picked out in communiti¢s4), the
(2 crossed sessions). other half in communitie$2, 3). We observe that, for a given

M the ISNC gain decreases with the number of sessions.
) There are a lot of coding opportunities at the hub node as
D. Impact of the copy budget on ISNC gains a lot of packets compete to access its buffer, but because of
We now make vary the copy budgétf and look at the the higher load (with no more bandwidth or buffer resources)
impact on the coding gain, both in terms of number of delithe required remedy packets do not arrive fast enough at the
ered messages and mean delay. Without ISNC, the messdggtinations nodes to allow them to decode the coded packet
delivery delay is the time for the intended destination td géaster than with mere routing. Fig. 6.b shows results when
the first copy. With ISNC, the message delay is the time fdine source-destinations pairs are picked uniformly at eamd
the destination node to recover its intended message,reitnethe four side communities. We observe in this case that
by receiving the original (uncoded) packet, or by receivinthe degradation entailed by systematic ISNC at the hub node
a coded packet and its remedy packet (then the delay is teduces compared with the case of all crossed sessions. This
maximum of both reception delays). There are still oflly is explained by the fact that there are less sessions that are
unicast sessions as depicted in Fig. 1. Fig. 4 shows resutessed and hence get their packet coded at the hub, that
for M = 200 and M = 40. We observe that the ISNCthereby increases the packet recovery at these destigation
gain decreases with/. We hypothesize that this stems fronTThe network load hence impacts the ISNC gains through the
the lower spreading of remedy packets wheh decreases. average relay occupancy it yields, and which depends on the
We verify it with Fig. 2.c, where we can see that in theseoncurrent sessions, the buffer size and the copy budget.
communities, the maximum number & (or P(?) in com. We thereby identified parameters which must be taken
4) goes roughly from 20 for M = 200 to 30 for M = 40. into account when choosing whether to generate inter<essi
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for the highly heterogeneous topologies and constrainggt co
budget considered here.

V. DESIGN OF THE DECENTRALIZED CODING CRITERIA

In this section, we address the problem of deciding whether
to trigger ISNC, and if so, where and when in the network, that
is mixing sessions based only on local information gathered
at the nodes. We emphasize that we consider only pairwise
ISNC, so a coded packet can mix at most two sessions.

A. Principle and approximation framework
We consider the decision problem of mixing sessibn=
(S1, Dy) with sessionZ, = (S, D») at noden,.. P, P
and P®) still denote the session packets and the XoR of both,

respectively. It can be ensured that ISNC triggered at node
does not perform worse than no ISNC if and only if:

Delay(S2 — D1) < Delay(Si,S2 — nc) + Delay(ne — D1)
AND

Delay(S1 — D2) < Delay(Si,S2 — ne) + Delay(ne — D2).

1)

where Delay(S> — D) is the delay forD; to get P(?),
Delay(S1,S52 — n.) is the delay for node:. to get both
PM and P, and Delay(n. — D) is the delay forP(*
to make it toDq, and symmetrically for the other inequality.
This condition corresponds to code only if each remedy packe
could make it to both destinations by the time the coded gacke
arrives. Another necessary condition for ISNC not to perfor

(@) (b)
worse than plain routing is to ensure that the coded packet

Fig. 6. R =10, M = 200, (a) crossed sessions, (b) homogeneous sessiofigaches the destination as fast as an uncoded packet, aid if n
it is so in order one destination receives its intended sourc
. L . acket before the coded packet. This depends on the three
coded packets. In particular, it is crucial to endeavor llowing elements:
m_ake I.SNC never pe_rf(_)rm worse that _plain routing b_y wisely' | Copy counter of the coded packet, if there is no congestion
tnggey_mg Session mixing upon criteria_encompassing ethe@same behavior as if storage and bandwidth were unlimited):
conditions. This is the object of Sec. V. the split of copy budgep.counter(SimBet) (see Appendix
) ) C) ensures that at any node at any time, the counter asabciate
F. Discussion on buffer management with the coded packet is always at least equal to what the
Let us specify that the above FEF4 items constitute counter of the uncoded packet would be. Indeed letand
BM choices aimed at fairly comparing ISNC with non-ISNCL, denote the copy counters @) and P(®> at the time
policies. We can also consider the scheme proposed by Kirifeey get coded and’U; and FU, the fraction of utilities
et al. in [31] whose tractability, for DTMSNSs, is based ortorresponding to each session for nodesind B (F'U;

i inter- ing i iti Up(D1) — Usp(D>) i
the assumption that the node inter-meeting intensities st A(D1§+JB(D1) and FU; = UA(D2’§+IJQB(D2 , respectively).

from the same distribution, and the copies are spread owgwon each transmission, the budget handed ovés terites
numerous enough different nodes. We could envision suctasi(L; + Ls) * (FU; + FUs) > L1FU; + LoFUs. As this
policy to replace F1, and hence apply both to no ISNC andequality holds over the successive transmissions, tisigfies
ISNC policies. However doing so would require to overcomtae above claim.

a number of hurdles: (i) that BM does not depend on the e Copy counter of the coded packet, if there is congestion:
IDs of packet’s source and destination, as the drop/schegulthe counter higher foP®) than what it would be foP(!) or
probability is the same at all relay nodes. So if this BM wer®(?) ensures thaP®) gets a higher forwarding precedence.
to be implemented, it would make sense to keep the per-e Overwriting probability: the last element determining the
community BM presented above. But only making the BMelay of the coded packet to get to the destinations is whethe
designed in [31] depend on the communities is challengii)g. (it is more likely to get overwritten. This is indeed the case,
To implement this BM of [31] with ISNC, the utility functions but as described in F1 (Sec. IV-C), only an uncoded packet
maximized in [31] would need to be redefined to include codéavolved in a coded packet can overwrite it in the destimatio
packets, which is not straightforward. That is why for thkesa community, thereby ensuring the recovery of the sourcegtack
of interpretation, we did not implement this policy, everlyon is not delayed at the destination.

for uncoded packets, in order not to introduce any uncdettol  So the delay of the coded packet can be higher than that of
unfairness with a BM policy whose assumptions do not hottie uncoded only so that one destination can recover thesour



packet earlier, thereby ensuring the performance of ISNC whereS is a cut, the conductance of a cutigS) = % and

be at least as good as that of plain routing. 0(S) = Y5 25 15 is called the edge boundary of the vertex

In order to estimate each of the three quantities involved #at S. Let us7pr0vide a physical interpretation of this result,
the above inequalities, we make the following choices.  that we will use later on. The cu§ realizing the minimum

e Delay(S1,5 — n.) = max(Delay(S1 — in the conductance formula, can be seen as the set of nodes
ne), Delay(S2 — nc)), where the two arguments of thethat, when infected while the others are not, yield the ldwes
maximum are estimated by time counters kept in the packeti®bability to infect any other node. It is therefore thetesta
PM and P?)’s headers. in which the dissemination process is stuck the longest time

e The estimation ofDelay(S. — D1) is done in different before being able to escape. Then the inverse of conductance
ways leading to the different coding criteria of the nexti®ec represents the time to escape this state. This analysisriess

e As it can been seen in the next sections, the estimaias[19] hence considers unlimited replication (floodinghda
we have on delays are only upper-bounds (owing to Eq. (2p constraint on the buffer occupancy. We shall addresethes
and the subset of routes considered in the various criterifgnitations in the criterion design.

That is why these upper-bounds are used as estimates qf, >0 the authors present their DTN-Meteo framework
Delay(S> — Di) because it appears in the left-hand side Qfpich aiso considers a fully heterogeneous DTMSN, that
inequalities Eq. (1). The so-obtained inequalities iniethe s ot gperated with flooding anymore but with a limited-
_upper-b_qund are hence a sufficient conditi_on for Fhe_ erginPeplication utility-based algorithm choosing the relays as
inequalities Eq. (1) to hold. However, ensuring the inetjesl optimize a certain objective function (that depends an th
yvhereD(nc — Di) would be replaced W't,h .|ts corres.p_ond-task at hand, e.g., routing or content placement). The nmktwo
ing upper-bound would not provide a sufficient condition 8gte eyolution is modeled with the same kind of Markov chain
D(n. — D;) appears in the right-hand side. Additionally,g apove, except that the transition probability betweate st
When expressing the upper-bound provided in Eq_. (2), VYneandy is given byp,, = pS; Ay, WhereA,, is an indicator

. L2 ) L Mffction which is1 if the utility of statey is greater than
different criteria), thereby loosening even more the iyl 5 of stater. The expected completion delay of the task

Eg. (2). This increases the risk that inequality in Eq. (1nb€ 5 then derived, for example the expected delivery delay of
satisfied ifD(n. — D;) were estimated this way. Thatis WhYyne message to one node or a set of nodes, from its initial
by lack of a non-trivial lower-bound and at the risk of be'n%preading by a uniformly chosen source node [20, Theorem

too conservative in triggering ISNC, we choose to considgj_ A weakness of DTN-Meteo with the ISNC framework we

D(nc — D;) = 0, then verified in the numerical SImUI‘rjlt'onsconsider is how multiple-copy routing is taken into account

on real-world traces that such designed ISNC criteria dyrea, o, SNC strategy is relevant only if several copies ef th

bring gain. _ = _message are spread (so that a non intended destination has a
Having the right-hand side terms of condition Eq. (1) giVeghance to grab one). Indeed, it is assumed in DTN-Meteo that

!oy time cpunt_ers stored in the pack_et headers, the key problg, N, allowing to neglect the spreading time of thé

is the estimation of the left-hand side tedivlay(S1 — D2)  copies from a single source in [20]. This assumption cannot

(and symmetricallyelay(Sy — Ds)). To estimate this delay, po|q when the network load increases, inducing the buffers t

we build jointly on [19] and [20], both authored by Pi@i | yp and hindering the spreading, that is a regime impdrtan

al., and come up with three different criteria. for ISNC which aims at better managing the network load.

In [19], the authors analyze the delay for a message toTo sum up, the above works [19], [20] have the following
reach all the nodes when epidemic routing is employed on.a ' '

fully heterogeneous DTMSN, that is where the inter-meeti hitations tp solve readily _the_problem of delay estimatio
) . ; L the session under scrutiny is assumed to be the only one
intensities)\;; are different for all node pairg, j). To do so,

the network state evolution (what nodes are infected at eachy ng I the network; (ii) the copy counter sharing is not

time instant) is modeled as a discrete time Markov chairi”(wiFonsIdered mana_ged by the node utility; (iii) the theoaéulc
e results obtained in [20], [19] are averaged over all possibl

state spacd?) whose transition probabilities depend on the

. L P . Source nodes.

meeting probabilitieps; of each node pair§;, j) at each time _ _

slot. Based on the analysis of this Markov chain, the authors"We employ several workarounds which lead us to devise

prove that, under epidemic routing, the expected d&lay..,] three different criteria taking into account the above con-

for all the N network nodes to get infected by a messagdraints. To provide the mobile nodes with a low-complexity

initially spread out by a single source uniformly chosenrovélelay estimation, we consider the results of [19], whosesupp
all the nodes is upper-bounded by: bound on the epidemic delay given in Eq. (2) above is

attractive owing to its simplicity, and we arrange heucisiy
2log(N —1) for being able to use it in our context. We make use of [20] to
insert the utilities in the last two criteria. The direct #pation

N® ’
of Eq. (2) would require the computation of the conductance

. f
where & denotes the conductance of the underlying Contacit " . .
) . , of the whole graph, therefore entailing a high complexity at
graph (whose edges between vertices have wefghtefined the nodes. That is the reason why our strategy is to restrict

as the paths we consider the remedy packet can take f¥oro

© = min ¢(5) (3) D, to single or two-hop paths, where the hops are in terms

E[Dep] < )



of communities (not nodes). We hence consider the subgraplesessible nodes based on the utilities. Only a one-contynuni
entailed by these restricted paths to compute the promagathop is still considered, and we have now for the parameters:
delay of the remedy packet, using Eq. (2) with the number BN
of nodes and conductance appropriately redefined on these Necfy = min (Ncs1 + Nep, , M min (1, m) )
subgraphs.

It is worth noting that considering a restricted number qf _ ,;,( UG = Di)
routes provides an upper-bound on the upper-bound in Eq. j— D1)+U(i— D)
(2). Using a looser upper-bound for the remedy delay makes
the criterion conservative, rather missing coding opputies

Y11, 722)+y12 , With i = Bij il

than triggering ISNC when it should not. D. Criterion 3
The third criterion does not consider only a one-community
B. Criterion 1 hop for the remedy anymore, but instead considers the ope-ho

The first criterion we devise stems from considering thaeS well as all possible two-hop paths:

remedy can only go through one community-hop between Delay, (S1 — D2) = min(Aipop, Ashops) -
source and destination. The delay estimate writes as
- 210g (Neff — 1)

Del S Dy)=—"————-. = i (e)
elay,(S1 — Ds) Nosr® Aghops = _10in A

Aipop 1S Delay,(S1 — D2) obtained with Criterion 2.

We denote byV. s, the number of effective nodes involved inwhere ¢ denotes all the possible intermediate communities

the subgraph we consider the remedy packet can travel. betweenCs, andCp,. We expresson,, Similarly with
neglecting the limitations yielded by the load, s would be

Neg, + Noyp,, since within one-community hop the remedy 21og (N(C,) _ 1)
can be only either in communitg’s, or Cp,. We take the Al — I
network load (that makes certain nodes’ buffers inacckssib Ne(;)fq)(c)

to the session of interest) into account as follows. If Al . )
nodes have a buffer size aB packets, and there ar&® For eachAyy,, and Ay, We consider the respective as-
sessions each with copy buddet thenmin(1, (BN)/(MR)) sociated subgraphs. That df(®) is made of communities
is the average buffer space available in the worst case, that ¢, andc. With 3 communities, taking into account

is once all the sessions have spread entirely. This is a ro : P
approximation as the distribution of the buffer occupanewml{g impact of the copy counter sharing in the number of

vary over the communities, so may the buffer size over nod@gcessible nodes becomes tricky, and we resort to the agiproa
and copy budget over sessions. The general case is discusdderiterion 2 and keep including the utilities in the subgia
in Sec. V-E. Then we take into account the limited replicatioedge labels, rather than in the node number. Specifically, we
by bounding the maximum number of nodes reachable by t8@| consider
packet: in the initial copy budgei/ (at source nodé,), only

U

(D2—>D1)

. . BN
a fraction f(U, S1, D2, D1) = TP D) 055D (where Néf)f = min (NCS1 + Nep, + Ne, M min (1, —) ) .
U(S — D is the SimBet utility of nodeS towards nodeD) MR

is estimated to be able to make it to the community>ef In Lemma 5.2:The conductanceb of a graph made o8
the end, we come up with the following expression Myy - communitiesCs. , Cp, andc writes as:
: 17 2 :

. . BN . -
Nesy = min (NCSI +NCD27f(U7 S1, D2, D1) M min (Lm) ) . @9 = min ( (7051051 T YCs,Cpy — Vee _VCCDZ) )
Having hereby included the utilities in the number of nodes (70D2CD2 +7YCs,Cpy — Yee — VCslc)i)
that can relay the packet “epidemically”, we consider thge=d TYeCs, T VeCp, T Vee

of the subgraph have weiglst;.
Lemma 5.1:The conductanc® of a 2-community grap
defined byfS11, S22 and 512 is expressed by:

¢ = min(B11, B22) + Fi2 -

Proof: See Appendix A.

h With = = min(z,0) and~;; defined in Criterion 2, for all
i,j€{1,C}.
Proof: See Appendix B.

E. Practical issues

a) Multiple sessions:Let Z,, = (S,,D,) denote the
o source-destination pair of sessian We set, based on [10],
C. Criterion 2 that the sending nodd schedules the packets to send out in
The second criterion we design is a variation of the firsthe decreasing order of their respective copy countersn The
one, where instead of including the utilities in the maximurat the receiving nodeB, if no room is left, the received
number of accessible nodes, owing to the copy counter maacket is checked for generating a coded packet by mixing
agement based on SimBet, we incorporate the utilities asititvith an already present uncoded, which is chosen such that
is done in [20]: the node utilities come into the probalahti it maximizes the sum of differences of inequality terms in
of handing the packet over to another node, and hence ratB@endition 1. The ISNC policy is detailed in the general case
modulate the propagation speed rather than limit the nuwiberin Appendix C.



b) Online parameter estimationThe network nodes run either a copy of the original packet, or a coded packet along
the online Community Detection (CD) algorithm of [32]with the right remedy. If a coded packet allows the destorati
(Modularity version) and SimBet utility computations inrpa to first retrieve the original packet, then the message delay
allel. Then to implement ISNC as above, each node maintaissthe maximum of respective delays to obtain the coded
matricesg andU (with 5;; andU (i — j) as component,,j and the remedy. The same holds for the average Number of
node indexes, siz& x N), and vectolC"e?) (with C("*”) the Hops (NH), counted in number of nodes the packet index
community of node, size N). These matrices are exchange#ias traveled through. When generating a coded packet, it is
upon meeting of noded and B, and each nodeH there) set to the maximum of the NHs of mixed packets. The total

performs: number of forwards is increased every time a message copy
e Update3(B) (resp.U(B)) integrating3(A) (resp.U(A)) gets forwarded. For each of the above metyi¢s) wherer
with an exponential weighted moving average. is the time variable and’ the simulation time span, we define
e Increment,p(B) (number of meetings per time unitthe coding gain a&ain, =Y. ., (“w”slf:i;’:(“;;“m). To
depending on the trace). assess the node fairess, we define Bigativeload(n) of

e Once the update of the variables for the CD are ma@@de n as Relativeload(n) = load(n) — % Z;_V:l load(j)

[32, Sec. 4.2], ifA gets inserted int(ﬁgec), then replace, whereload(n) is the total number of forwards performed by
Vi < N,Vi € Cf;“), Bi; with the average of the values. noden over the whole simulation.

o If CL(A) £ C"*)(B) for some nodec, then set ~ We run tests on four datasetstel, Cambridge Infocom05
clvee) (B) to the community with the highest number of node@8ndMIT collected from CRAWDAD [33]. These traces have
(owing to the merging process of CD). been explored in several works such as [34], [8], [9], [7]. A

The additional signaling and memory overhead of ISNC fimmary of these datasets is_provided in Table I. We refer the
therefore due tg3, U and C(*®) and amounts t@ N2 + N reader to [34] for further details.

at most. This is what has been used in the simulations below-Experimental datasets| intel | Cambridge | Infocom05 | MIT
There are however a number of ways to reduce it. First, thge Total devices 128 223 264 83
order of overhead amount of the CD#iS (F(uppros.)(j) [32, Network type BT BT BT BT
Sec. 4.2]), where: is the number of nodes met by a node Scanning interval (sec.) 120 120 120 300
onomeEh o . y o Duration (days) 3 5 3 30
This can hence be close 6= depending on the topology, in No. of communities 3 3 7 7
which case the scaling of ISNC overhead in number of nodes TABLE |
is not different than that of CD. Second, like CD, the process CHARACTERISTICS OF EXPERIMENTAL DATASETS

may stop or update infrequently once it has converged, te sav
resource. Indeed, the involved quantity are stable in tidee (

not depend on the traffic matrix). Third, given that the above The 9.5% confidence intervals are plotted. We first present
r%sults in terms of the raw metrics. The performance of the

ISNC criteria consider routes restricted to a neighborhoQd’,. o . L .
. . . . different criteria are plotted against plain SimBet rogtin
of degree 2 as done in [8], [32], it can be investigated . A .
keep information3(B), U(B) and C**)(B) only for nodes denoted by “without 1S”). Fig. 7 and 8 illustrate cases veher
X ISNC brings some gain. However, the presence and amplitude

c directly met by B, then the order would be back te?. . :
Lastly, U may be deducible frons, possibly saving transfer of gain depends on the network parameters whose impacts are
' ' ersented in a concise form in Fig. 11, commented later on.

and memory. As seen belc_>w, dgspne .the onl_lne eStI!T]"’monlfjor the MIT trace, Fig. 7 shows that &llISNC criteria allow
these variables, the numerical simulations (with the fis&%- . : - .
to deliver a higher number of messages than “without 1S”.

period let as a warm-up phase described in Sec. IV-C) sh L : o
that ISNC implemented this way bring some gain. Speciﬁ;:allz;ve average delay is higher with ISNC, because it is averaged

if we notice that the nodes liable to generate a coded paodxeta et sgccessful messages, hence, as ISNC manages to keep
“ o . . elivering more messages even for advanced time instants
hubs”, i.e., relays at the crossing of different paths thyio

at most3 communities, it is indeed likely that these nodes g%ﬂh"e without IS” does not catch up in number of messages in

the information they need to trigger ISNC as fast as they ga e time instants, the delay average of the latter is lowier.
. . . . gbserve that the number of hops can be lowered by ISNC: the
the legacy SimBet information to perform only routing.

The other parameterB, R and M are considered known packets that arrive late at their destination nodes in “outh
at the nodes in the numerical simulations below, but they cclr;]ls[lm:[)aevrecl)ftzg)usgg ?alr(]:agnh:; ?huemrgg:(i(r)r]:uhrg%zt\m?nItsl'gi,utmhser
be obtained with a moving average through the nodes, or in P

decentralized manner like in [31, Sec. 4] (learning over bem OPhOpS of remedy and coded packet. Hence, a lower number

of messages, copies and possible TTR)and M can also be of hops with ISNC means that the code? packet |s”relay_ed .by
; - . less nodes than the uncoded packet in “without IS”, which is
default parameter in the application running ISNC.

allowed by the fact that ISNC eases the transmission of the

coded packet (see Sec. V-A), specifically when the network
VI. NUMERICAL ASSESSMENTS gets more congested (i.e., for higher valueskobr /). This

We analyze the impact of ISNC on several metrics. Thie seen even more clearly in Fig. 11. The number of forwards

number of delivered messages, delay, number of hops asaften lowered by ISNC. BM feature F1 can also account for

forwards are called “raw metrics” thereafter. A message ikat as more useless packets get erased in the right conymunit

delivered successfully if the intended destination rezeiv(“without IS”, they can be erased only by uncoded packets



destined to this community, with ISNC, they are also era
coded packets destined to this community, and mixing p
together, the number of coded packets destined to &
community can be higher than the number of uncoded
replaced by these coded packets).
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Fig. 8. (@) Intel trace: R=10, M=5, (b) Infocom05 trace: R=80=10

faster spreading where the utilities only impact the maximu
infected nodes; criteriof considers the utilities the same way
as criterion3, but considers the set of one-hop and 2-hop
paths for the remedy packets. This makes a difference in this
setting where there are various paths between the different
communities (see Fig. 10), a moderate number of sessions
but M high enough so that the variety of the paths (for the
remedies) can be exploited.
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We can see that the only case where there is a significaff 9. mean number of coded packets w.r.t time for MIT traRe10, M=40

difference between the performance of the coding critsriar

MIT trace, R = 10 and M = 40. There, criterior2 performs

Fig. 11 plots the coding gains for the four raw metrics.

worse thanl and 3, that is closer to “without 1S”. If so, we For the number of delivered messages, the higher the coding
can hypothesize the reason is that criteribis not able to gain, the better ISNC, for the other metrics, the lower the
generate as many coded packets as the other two. We vecifgling gain, the better ISNC. The gains are plotted for fixed
that in Fig. 9 which plots the number of coded packets ovét and varyingM (left column), and fixedM and varying
time. That means that criterio? is more stringent than the R (right column). We present here results only for MIT and
other two: criterionl considers a single hop as well, but dntel. The reason is that MIT and Infocom exhibit the same
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kind of trends, probably because they have same order ¢ % 10 15 005 10 15

participants {00 and40) and communities?), so do Intel and
Cambridge § and10 participants3 communities). We observe
both in MIT and Intel that the gain in delivered message ood
exhibit a maximum inM and R. For higher M, the gain .
first increases then decreases with So there is an optimal
level of congestion where ISNC helps most: for given M
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must be high enough to allow remedy packets to propags §._ o1 o g, )
but not too high so that routing has faster propagation. T| =g oo = 097
same observation can be drawn from the gain in delay. =8 ° 8

6 0% 15 20 30 40 50 0% 10 20 30 40 50

terms of number of hops and number of forwards, for MIT, th R
higher M and R the better for the gain which then stabilizes
For Intel, for givenR there seems to be an optim&l. We

hypothesize that this difference between the traces is due
the low number of communities in Intel that prevents ISNt
coupled with the proper BM to bring as high a gain as in MI,

with numerous communities.
. . . Fig. 11. Coding gains: (a) MIT: Gain vs. R, (b) MIT: Gain vs. ) Intel:
To conclude on the gain for these metrics, it seems that QtHin vs. R, and (d) Intel: Gain vs. M

criterion is able to grab opportunities to increase the neMmbnodes is slightly increased. From the first three elements
of delivered messages, which was our primary objectivelevhitemized in Sec. V-A, it can be seen that, during congestion,
allowing gains on other metrics (like number of hops fofhe routes forP(*) and P(? are likely to get loaded more
high R) or containing the degradation that may be incurregienly by the coded packet than if only uncoded packets would
on them, stabilizing it withA and R. For traces with very pe sent, as the probability that only one is scheduled, andene
few communities, such as Intel, gains can be obtained for Igyily one is able to occupy its route while the other is hindere
M and R, but are more difficult to maintain (or equivalentlyjs higher in the latter case. However, for other settingsrethe
degradation to limit), for higher values. We think the reasd |SNC is less beneficial for the other metrics too, the faisnes
that the very design of both the criterion and the BM assumgsn be worsened. Hence, though our coding criteria has not
various communities. been designed with a fairness objective, it is interestingate
Finally, we illustrate the impact of ISNC on fairness irthat it is another metric which can be positively impacted by
Fig. 12. The relative load is plotted for every mobile nodd$SNC, and hence can be envisioned as an objective to take
ordered according to their betweenness (which is one of timo account to design possibly more efficient criteria.
SimBet utility components proper to a node and independent
of destination, allowing to average). We observe that ISNC VII. CONCLUSION
improves fairness as the relative load of high ranked (“lyigh Despite DTMSNs have features (undirected and not time-
popular” as in [35]) is decreased while that of less populahared) for which the current literature shows that ISNC may
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R=50, M=10

not be competitive to optimal routing, we have shown tht
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APPENDIX
A. Proof of Lemma 5.1

Consider the 2-community network. To compute the con-
ductance of this graph, according to Eqg. (3), we need to find

the cut (set of nodes) leading to the minimuift). Owing to

the per-community homogeneity of the nodes, a cut in such a



network is defined byy; andas the number of infected nodes
in community1 and2, respectively. Letx be oy + ap. With
the definition provided in Sec. V-A, we have
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o + (a—«a +«
a(Sa,al) = f(Oé,Oq) = 1P11 ( 1)]722 D12 .

Algorithm 1 : Protocol with Multi-session ISNC for Relay-
Relay transfer

a(Nepp — )
We can easily work out the minimization of this two-variate

function f(a, o1 ). The derivative with respect ta; is % -

P11 —P22
a(Ness—a) o _ )
o If p11 — p2g > 0, the minimum is obtained for; = 0

then fora = 1, and we geth = Lz2tpiz,
o If p11 — pao < 0, the minimum is obtained forv;
maximum, that isoy; = « then fora = 1, and we get
P = P11+pi12
N-1 -~
Finally, coming back to the continuous time scafe: =
min (311, B22) + Bia. ©

B. Proof of Lemma 5.2

The conductanc@(®) is that of a3-community network.
The derivation of®(©) unfolds as that ofp for criterion 1,
except we deal witlv;, o anda, for the three communities,
or equivalently withae = a3 + as + a, a1 andas. We hence
have

(I)(C) = min f(Oé,Oél,OéQ) =
Q, 0,002
. a1(pi1 + P12 + pic) + a2(p22 + P12 + P2c) + ac(Pec + P1c + P2c)

min .
a,a,ag a(Nepy — a)

Let A, B andC temporarily denote th8 factors in brackets
in the above numeratof) = A—C andE = B—C. The min-

imization then writes as follows. We ha\% = m

o If D > 0, the minimum is obtained forv; = 0 then

f(Oé,0,0[Q) = %

— if £ > 0, the minimum is obtained forv, = 0
then —2¢— is minimum fora = 1, whereby
a(NCcff a)
=D
- ifE< O the minimum is obtained fodis = a then

for the same reasons as abowe= %Cl
(Negr—1)

o If D < 0, the minimum is obtained forr; = « then
f(Oé o 062) _ a2E+a(D+C)

a(Negr—a)
— if £ >0, the mifr];imum is again obtained far, = 0
anda = 1, whereby® = %
— if E <0, the minimum is olgtalned fotv, = o and
o = 1, whereby® = %

We therefore obtain the expression in Eq. (4) to take into

account all possible above cases. o

C. Detailed ISNC protocol for relay-relay exchange

Data: Node A in community attempting to transfer to nodg
each in community: andb with [ andi? packets,
respectively. The number of different sessia¥is, buffer
size for each nod®, each session has
source-destination pair %, D;), S = {S1,...,Sng }

D ={Ds,...,Dng}. Indexi describes the packet index
(session) ofA in decreasing order of copy counter. Total
number of packets atl is I. The current packet at
(resp. B) is denotedp (resp.q). Below we use:

; _ Up(D;) ; ;
p.counter(SimBet) = p.countermJ if pis
not a coded packet,
p.counter(SimBet) =

Up(Dc) Up(Dg) f ;
p‘count”(mwc)wswc) + UA<Dd)+UB<Dd>)J if pis

packet coding sessionsandd.
Result Field values of the packet structure Atand B after
transfers

1 =1;

while A and B in radio range andi < I do

if A#S; and B # D, then

if B—{F > 1 andp.index not in B then
Packetq is created atB with:

() g.index = p.index; (ii)

g.counter = p.counter(SimBet); (iii)
q.payload = p.payload;

Update

(i) 1B =18 + 1; (i)

p.counter = p.counter — p.counter(SimBet);

else ifit exists, pickg with the lowest counter such
that p satisfies F1 withy then

Overwrite ¢ with p and

g.counter = q.counter + p.counter(SimBet);
Update:

p.counter = p.counter — p.counter(SimDBet);
else ifit exists, pickg with the lowest counter such
that p satisfies F2 withy then

Only update

g.counter = q.counter + p.counter(SimBet)
and

p.counter = p.counter — p.counter(SimBet);
else ifit exists, pickg with the greatest sum of
differences between left-hand and right-hand sides in
inequality 1 and such that satisfies the coding
criterion with ¢ then

Let ¢ = p.indexr andd = g.index. Replaceg with
(i) g.index = Ns + c+ d — 1; (ii)

g.counter = p.counter(SimBet) + q.counter,
(iii)

q.payload = RLC(p.payload and g.payload);
Update:

p.counter = p.counter — p.counter(SimDBet);

end
Go to the beginning of Algo. 1, exchangkand B and
perform again all the steps for packets not exchanged yet.

Note: F4 and exchanges with sources and destinations atre lef
out intentionally for the sake of clarity.
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